
J. Math. Pures Appl. 81 (2002) 35–65

Global properties of the wave equation on non-globally hyperbolic
manifolds

Alain Bachelot

Université Bordeaux-1, Institut de mathématiques, UMR CNRS 5466, F-33405 Talence cedex, France

Manuscript received 3 September 2001

Abstract

We introduce a class of four-dimensional Lorentzian manifolds with closed curves of null type or timelike. We investigate
some global problems for the wave equation: uniqueness of solution with data on a changing type hypersurface; existence of
resonant states; scattering by a violation of the chronology; global Cauchy problem and asymptotic completeness of the wave
operators for the chronological but non-causal metrics. 2002 Éditions scientifiques et médicales Elsevier SAS. All rights
reserved.

Résumé

On considère une classe de variétés lorentziennes de dimension quatre, admettant des courbes fermées de type nul ou de
genre temps. On étudie quelques problèmes globaux pour l’équation des ondes : unicité de la solution avec données spécifiées
sur une hypersurface de type changeant ; existence d’états résonants ; diffusion par une violation de la chronologie ; problème
de Cauchy global et complétude asymptotique des opérateurs d’onde pour des métriques chronologiques mais non causales.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction

The theory of the linear waves equations on globally hyperbolic manifolds has a long history since M. Riesz and J. Hadamard.
It is impossible to cite all the important authors in the area, but we mention the fundamental works related to our study:
the Cauchy problem investigated by J. Leray [25] and Y. Choquet-Bruhat [5] (see, e.g., the excellent monograph [10] by
F.G. Friedlander), the scattering theory for a compactly supported perturbation by P. Lax and R. Phillips [24], the microlocal
analysis of the solutions by L. Hörmander [18] and J.-M. Bony [3].

In opposite there are few works on the global hyperbolic problems on thenon-globally hyperbolic spacetimes. Nevertheless
the global hyperbolicity is an extremely strong hypothesis, which is not satisfied by a lot of solutions of the (in)homogeneous
Einstein equations. The origin of the loss of global hyperbolicity can be a non-trivial topology, an elementary example is
S1
t × R3

x endowed with the Minkowski metric. Other examples are the Lorentzian wormholes [11,35], but since they lead to
violations of the local energy conditions, these models are somewhat exotic. A deeper raison is linked with the non-linearity of
the Einstein equations that can create some singularities of curvature, and also some closed time-like geodesics. In particular,
the violation of the causality can be due to a fast rotation of the space-time that tilts over the light cones so strongly that some
closed causal curves appear. This phenomenon is present in several important Einstein manifolds: the Van Stockum space-
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time [32], the Gödel universe [14], the Kerr black-hole (third Boyer–Lindquist block and fast Kerr) [23], the spinning cosmic
string [8]. These Lorentzian manifolds belong to a wide range of stationnary, axisymmetric spacetimes that are described by the
Papapetrou metric [28]

gµ,ν dxµ dxν =A(r, z)
[
dt −C(r, z)dϕ

]2 − 1

A(r, z)

[
r2 dϕ2+B(r, z)

(
dr2 + dz2)], 0<A,B, 0 � C, (1.1)

on some 3D+ 1 manifoldM.
Our model consists by choosingM=R

4, A= B = 1, and for simplicity we assume thatC is compactly supported. When
we allow thatC(r, z) > r (resp.C(r, z)= r) for some(r, z), someclosedtime-like (resp. null) curves appear and this spacetime
has the same properties that the previous Einstein manifolds of point of view of the causality. We investigate the wave equation:

|detg|− 1
2 ∂µ

(|detg| 1
2gµ,ν∂ν

)
u=

(
1− C2

r2

)
∂2
t u−�xu− 2

C

r2
∂t ∂ϕu= 0. (1.2)

We also consider the zero-order perturbation of the D’Alembertian by a potential, for instance the conformally invariant wave
equation. Obviously the study of the solutions is difficult because of the presence of closed timelike/null curves: there exists
no global Cauchy hypersurface. We can see how much intricated is the situation by formally expanding a solution of (1.2) in
Fourier series with respect toϕ:

u(t, ϕ, r, z)=
∑
m∈Z

r− 1
2um(t, r, z)eimϕ.

Thenum is solution of a changing type equation:(
1− C2

r2

)
∂2
t um − (∂2

r + ∂2
z

)
um − 2im

C

r2
∂t um + m2

r2
um = 0,

which is hyperbolic on{C < r}, elliptic onT := {C > r}, and of Schrödinger type onΣ := {C = r}. In particular,

Mt0 := {t = t0} ×R
3
x

is not a Cauchy hypersurface for (1.2) whenΣ is not empty. Another crucial point is that since∂t is a Killing vector field, there
exists a conserved current for the sufficiently smooth solutions of (1.2):

E(u) := 1

2

∫
R3

(
1− C2

r2

)∣∣∂t u(t, x)∣∣2 + ∣∣∇u(t, x)
∣∣2 dx.

But this energy isnot a positive form when the manifold is not chronological (T �= ∅).
We briefly describe our results. In Section 2, we investigate the causal structure ofM that is not globally hyperbolic when

Σ �= ∅, and totally vicious whenT �= ∅. We introduce the concept ofNon-Confining, that is a non-trapping type condition,
expressing that there exists no null geodesic included inΣ ∩Mt0.

We study the properties of the solutions of (1.2) in Section 3. Since∂t is a Killing vector field, there exists a conserved
energy, and it is natural to consider solutionsu such that∇xu ∈ L2

loc(Rt ,L
2(R3

x)). WhenT �= ∅, the energy is not non-negative
and there is no control of∂tu on Σ . Nevertheless, if the Non-Confining condition is satisfied, the microlocal analysis allows
to prove an unexpected regularity:∂t u ∈ L2

loc(Rt ,L
2(R3

x)). Thanks to this key result, the traces ofu and(1− C
r )∂t u on Mt0

are well defined, and we may establish a uniqueness theorem which is not a consequence of the classical results of Calderon or
Hörmander, sinceMt0 is not non-characteristic, andΣ is nowhere strongly pseudo-convex.

In Section 4, we look for the solutions of typeu(t, x) = eλt v(x), andv satisfies an outgoing condition. We prove that the
set of resonancesλ ∈ C is discrete, and whenT �= ∅, there exists a sequence of resonances 0< λn →∞ with v ∈ L2(R3

x).
Of physical point of view, this last fact means that the metric is instable, and partially justifies the conjecture of chronological
protection of S. Hawking [16].

In Section 5, we construct asymptotically free global solutionsu, with data of type regular wave packets,u−0 , given at the

null past infinity. Moreoveru is asymptotic to a regular wave packetu+0 ast tends to+∞. The scattering operatorS :u−0 �→ u+0 ,

is a well defined isometry, even if the chronology is violated (T �= ∅), but in this case the wave operatoru−0 �→ u is not causal.
We investigate the link between the resonances and the poles of the meromorphic continuation of the scattering matrix.

In the last section, we consider the case whereM is chronological (T = ∅), but non-causal (Σ �= ∅). The global Cauchy
problem is well posed for a whole Hilbert space of finite energy data, including those vanishing onΣ . Moreover the local
energy decaies, and we can prove the existence and asymptotic completeness of the wave operators describing the scattering by
a violation of the causality. AlthoughM is not causal, the scattering operator is causal.
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It is without saying that this work is only a first incursion in the mathematically widely unexplored domain of the
field equations on the non-globally hyperbolic manifolds (for a rather significant bibliography of the physical literature see,
e.g., [8,10,12,13,16,22,33,35]). We have not dealed with many important questions such that: the asymptotic repartition of the
resonances; the singularities of the scattering kernel; the existence of a “trace formula” making a link between some geometric
quantities (e.g., the lenght of the closed null geodesics), and the spectral numbers; the Strichartz type estimates, etc. Last but
not least, the field of the nonlinear wave equations on a non-causal space-time isterra incognita.

2. Geometrical framework

We consider the topologically trivial manifold:

M :=R
4
(x0,x1,x2,x3)

=Rt ×R
3
x (2.1)

endowed with a Lorentzian metricg which is equal to the Minkowski metric outside a torus

Rt ×
{(

x1, x2, x3);0< r2− <
∣∣x1∣∣2 + ∣∣x2∣∣2 < r2+, z− < x3 < z+

}
.

We choose a particular case of the Papapetrou metric:

gµ,ν dxµ dxν = dt2 − [r2 −C2(r, z)
]
dϕ2 − 2C(r, z)dt dϕ − dr2 − dz2, (2.2)

where we have used the cylindrical coordinates(t, ϕ, r, z) ∈ R× [0,2π[×[0,∞[×R given by

x1 = r cosϕ, x2 = r sinϕ, x3 = z. (2.3)

We assume thatC satisfies

0 � C(r, z),C ∈C2(
R

2), (r, z) /∈ [r−, r+]× [z−, z+]⇒ C(r, z)= 0, (2.4)

and our geometrical framework is given by (2.1), (2.2), (2.4).
We note thatt is a timelike coordinate and(M, g) is naturally time oriented by the continuous, nowhere vanishing, timelike

(and Killing) vector field∂t . Moreoverr andz are spacelike coordinates. The interesting fact is that the nature of the Killing
vector field∂ϕ is ambiguous: the crucial point is thatϕ is atimelikecoordinate whenC > r , thus we introduce:

T := Rt × T0, T0 := S1 × {(r, z);C(r, z) > 0
}
, (2.5)

T := Rt ×T0, T0 := S1 × {(r, z);C(r, z) > r
}
, (2.6)

Σ := Rt ×Σ0, Σ0 := S1 × {(r, z);C(r, z)= r > 0
}
. (2.7)

We shall need the hypersurfaces

Mt := {t} ×R
3. (2.8)

Its causal structure is complex. Since its normal is dt , the nature ofMt is locally given by the sign of

gtt = 1− C2

r2
,

henceMt ∩ (R3 \ (T∪Σ)) is spacelike,Mt ∩Σ is null, andMt ∩ T is timelike.
We shall be mainly concerned by the case whereΣ is not empty. In this situation the causality is violated in a severe way:

givenm0 = (t0, ϕ0, r0, z0), the path

τ ∈R �→m(τ)= (t0, ϕ0 − τ, r0, z0) ∈M, (2.9)

is a future directed closed null curve ifm0 ∈Σ , and a future directed closed timelike curve ifm0 ∈ T since:

g

(
dm

dτ
,

dm

dτ

)
= C2(r0, z0)− r2

0, g

(
dm

dτ
,
∂

∂t

)
= 2C(r0, z0) > 0.

More precisely, the causal structure ofM is described by the following:

Proposition 2.1. Let (M, g) be the Lorentzian manifold defined by(2.1), (2.2), (2.4).

(1) If Σ = ∅, (M, g) is globally hyperbolic: Mt is a Cauchy hypersurface for anyt ∈R.
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(2) If T = ∅ andΣ �= ∅, (M, g) is chronological but non-causal: there exists no closed timelike curve, but there exists a closed
null geodesic.

(3) If T �= ∅, (M, g) is totally vicious, i.e. givenm0,m1 ∈M, there exists a timelike future-pointing curve fromm0 to m1.

Proof. (1) If Σ = ∅, there existsε > 0 such that

0< ε2 = inf
(
r2 −C2).

Let τ ∈ R �→m(τ)= (t (τ ),ϕ(τ), r(τ), z(τ)) ∈M be a nonspacelike smooth curve. Since

ṫ2+ (C2 − r2)ϕ̇2 − 2Cṫϕ̇ − ṙ2 − ż2 � 0, ṁ �= �0,
ṫ cannot vanish, for instancet (τ ) is strictly increasing. Ift (τ ) is bounded asτ →±∞, thenṫ is integrable onR±. Moreover
we have:

ε2ϕ̇2 + ṙ2 + ż2 � ṫ2 − 2

(
2

ε
Cṫ

)
ε

2
ϕ̇ �

(
1+ 4C2

ε2

)
ṫ2+ ε2

4
ϕ̇2.

Therefore ṙ , ż, ϕ̇ are integrable onR± and m(τ) is an extendible curve. We conclude that ifΣ = ∅, any inextendible
nonspacelike curve intersects exactly onceMt which is a Cauchy hypersurface. Therefore(M, g) is globally hyperbolic.

(2) Now the geodesicsτ ∈R �→m(τ)= (t (τ ),ϕ(τ), r(τ), z(τ)) ∈M are defined by the Euler–Lagrange equations:

d

dτ

(
∂L
∂ẋµ

)
= ∂L

∂xµ
,

associated with the Lagrangian:

L := ṫ2+ (C2 − r2)ϕ̇2 − 2Cṫϕ̇ − ṙ2 − ż2. (2.10)

The timelike Killing field ∂/∂t and the axial Killing field∂/∂ϕ yield a conserved energyE, and a conserved angular
momentumΩ :

E = ṫ −C(r, z)ϕ̇, (2.11)

Ω = (
C2(r, z)− r2)ϕ̇ −C(r, z)ṫ . (2.12)

The two others geodesics equations are:

r̈ = −
(
Ω +C(r, z)E

r2

)(
E

∂

∂r
C(r, z)− Ω +C(r, z)E

r

)
, (2.13)

z̈ = −
(
Ω +C(r, z)E

r2

)
E

∂

∂z
C(r, z). (2.14)

Let (ϕ0, r0, z0) be inΣ0. SinceT= ∅, C(r, z)− r � 0 everywhere, hence we have:

C(r0, z0)= r0, ∂rC(r0, z0)= 1, ∂zC(r0, z0)= 0, (2.15)

and the path (2.9) satisfies (2.10), (2.11), (2.12), (2.13), (2.14), forL= 0,Ω = 0. Therefore it is a closed null geodesic:(M, g)

is non-causal.
Now we consider a future pointing timelike curveτ �→ (t, ϕ, r, z):

ṫ � 0, L> 0.

We deduce that:

ṫ −Cϕ̇ >

√
r2ϕ̇2 + ṙ2 + ż2.

Therefore we have:

ṫ > (r −C)|ϕ̇|� 0,

and the curve cannot be closed:(M, g) is chronological.
(3) In order to prove that(M, g) is totally vicious ifT �= ∅, it is sufficient to construct, givenmj = (tj , ϕj , rj , zj ) ∈M,

aC1-piecewise curve fromm0 to m1. We considerm∗ = (t∗, ϕ∗, r∗, z∗) ∈ T. First we define forα0 > 0

τ ∈ [0,1] �→m0
(
τ)= (t0 + α0τ, (1− τ)ϕ0 + τϕ∗, (1− τ)r0 + τr∗, (1− τ)z0 + τz∗

)
.
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Sincer∗ � r+, |z∗|� sup± |z±|, andC is bounded, we have:

g

(
ṁ0,

∂

∂t

)
� α0 −A,

g(ṁ0, ṁ0) � α2
0 −A′α0 −A′′,

where 0< A,A′,A′′ depend only ofr0 andz0. We deduce that forα0 = α0(r0, z0) large enough,m0(τ) is a future pointing
timelike path, fromm0 to m∗,0 := (t0 + α0, ϕ∗, r∗, z∗) ∈ T. By the same way we construct a future pointing timelike path
m1(τ), from m∗,1 := (t1 − α1, ϕ∗, r∗, z∗) ∈ T to m1. Now we show that there exists a future pointing timelike path,p∗(τ),
from m∗,0 to m∗,1. If t0 + α0 � t1 − α1 we put:

p∗(τ)=
(
(1− τ)(t0 + α0)+ τ(t1 − α1), ϕ∗, r∗, z∗

)
.

If t0 + α0 > t1 − α1 we define fork ∈N:

p∗(τ)=
(
(1− τ)(t0 + α0)+ τ(t1 − α1), ϕ∗ − 2kπτ, r∗, z∗

)
.

We have:

g

(
ṗ∗,

∂

∂t

)
= t1 − α1 − t0 − α0 + 2kπC(r∗, z∗),

g(ṗ∗, ṗ∗) = (t1 − α1− t0 − α0)
2 + (C2(r∗, z∗)− r2∗

)
4k2π2 + 4kπC(r∗, z∗)(t1− α1 − t0 − α0).

SinceC(r∗, z∗) > r∗ we can choosek large enough in order top∗(τ) is a future directed timelike path. Finally we gluem0(τ),
p∗(τ) and thenm1(τ) to join m0 to m1 by aC1 piecewise, future going timelike curve.✷

The previous proposition explains why, in the physical literature (see, e.g., [13,35]),T andΣ are respectively called,time
machine, andvelocity-of-light surface. This last term is somewhat misleading since∂(M \ T) ⊂ Σ, but it can happen that
∂(M \ T) �= Σ andΣ is not necessarily a hypersurface. If there exists no(r0, z0) satisfying (2.15), the theorem of implicit
functions immediately assures thatΣ is a C2-hypersurface that is timelike because its normalN = (∂rC − 1)dr + ∂zC dz
is spacelike sincegµ,νNµ,ν = −(∂rC − 1)2 − (∂zC)2 < 0. Moreover, this is a sufficient and necessary condition onC for a
geometrical property of non-trapping type:

Proposition 2.2. Letm ∈C2(Rτ ;M) be a path. Then the following assertions are equivalent:

(i) m is a null geodesic and for someT > 0:

m(R)⊂ [−T,+T ]t ×Σ0, (2.16)

(ii) there exists(t0, ϕ0, r0, z0), λ ∈ R∗, such that:
C(r0, z0)= r0 > 0, ∂rC(r0, z0)= 1, ∂zC(r0, z0)= 0,
m(τ)= (t0, ϕ0 + λτ, r0, z0).

(2.17)

Proof. We have seen that the path (2.9) satisfying (2.17) is a null closed geodesic included inMt0. Conversely, the equations
of a geodesic satisfyingm(R)⊂Σ are:

ṫ = −Ω

r
, ϕ̇ =−Ω

r2
− E

r
,

r̈ = −
(
Ω

r2
+ E

r

)[
E(∂rC − 1)− Ω

r

]
, z̈=−

(
Ω

r2
+ E

r

)
E∂zC.

Thus (2.16) implies thatΩ = 0 since 0< r− < r < r+. If m is also a null geodesic we have:

0=L=−ṙ2 − ż2,

hencer = r0, z= z0, and sinceE cannot be zero, we deduce that∂rC(r0, z0)= 1, ∂zC(r0, z0)= 0. In this case, the path (2.9)
is a null geodesic, thereforem is given by (2.17). ✷

We say thatΣ0 is Non-Confiningif there exists no null geodesic included in{t0} ×Σ0 for somet0. Following the previous
result, a necessary and sufficient condition is:

C(r0, z0)= r0 > 0�⇒ (
∂rC(r0, z0), ∂zC(r0, z0)

) �= (1,0), (2.18)

and in this caseΣ is aC2 timelike hypersurface.
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3. The wave equation

The D’Alembertian on a Lorentzian manifold(M, g) is defined by:

✷g := |detg|− 1
2 ∂µ

(|detg| 1
2gµ,ν∂ν

)
.

For the space-time given by (2.1), (2.2), we obtain:

✷g =
(

1− C2

r2

)
∂2
t −�x − 2

C

r2
∂t ∂ϕ, (3.1)

with

r2 = ∣∣x1∣∣2 + ∣∣x2∣∣2, �x := ∂2
x1 + ∂2

x3 + ∂2
x3 = ∂2

r + ∂2
z + r−2∂2

ϕ + r−1∂r , ∂ϕ = x1∂x2 − x2∂x1.

More generally we consider the scalar perturbations of the massless wave equation, compactly supported inx, invariant with
respect to the both Killing vector fields∂t , ∂ϕ :

L :=✷g + V, (3.2)

where

V ∈ C0
0
(
R

3
x;R

)
, ∂ϕV = 0. (3.3)

These assumptions are fulfilled in the important case of the conformally invariant wave equation for which:

V = 1

6
Rg, (3.4)

whereRg is the scalar curvature of(M, g). We useR0 > 0 be such that

R0 � |x| �⇒C(r, z)= V (x)= 0. (3.5)

We know that the D’Alembertian on a Lorentzian curved space-time is strictly hyperbolic in a local sense (see, e.g., [10]).
The global hyperbolicity is more delicate. We denote:

P2(m, ξ) := gµ,ν(m)ξµξν, m ∈M, ξ ∈ T ∗
mM, (3.6)

the principal symbol ofL.

Proposition 3.1. (1) Letα be inR. Then,P2(m, ·) is (strictly) hyperbolic with respect to the covectordt + α dϕ iff α satisfies:

−C(m)− r < α < r −C(m). (3.7)

(2) If Σ �= ∅, there does not existF ∈ C1(M;R) such thatL is hyperbolic with respect to the level surfaces ofF .

Proof. (1) Givenξ = (ξt , ξϕ, ξr , ξz) ∈R4 a covector,N := dt + α dϕ, τ ∈ R, we calculate:

P2(m,N) = 1− (C + α)2

r2
,

P2(m, ξ + τN) =
[
1− (C + α)2

r2

]
τ2 + 2

[(
1− C2

r2

)
ξt − αξϕ

r2
− C

r2
(αξt + ξϕ)

]
τ

+
(

1− C2

r2

)
ξ2
t − ξ2

r − ξ2
z − 1

r2
ξ2
ϕ −

2C

r2
ξt ξϕ.

The reduced discriminant of the equationP2(ξ + τN)= 0 is equal to:

�′ = 1

r2
(αξt − ξϕ)

2 +
[
1− (C + α)2

r2

](
ξ2
r + ξ2

z

)
.

We conclude thatP2(m, ·) is hyperbolic with respect toN iff [1− (C+α)2

r2 ]> 0, and in the caseP2(m, ·) is strictly hyperbolic.

(2) LetF be inC1(M;R). We assume that

∀m ∈M, P2
(
m, dF(m)

) �= 0, (3.8)
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and that for everym ∈M andξ ∈ T ∗
m(M) \RdF(m), the roots of the characteristic equation

P2
(
m,ξ + τ dF(m)

)= 0

are real. We considerm ∈Σ and we chooseξ = (ξt = 0, ξϕ = 0, ξr , ξz) ∈ T ∗
m(M) \RdF(m), ξr , ξz �= 0. We have:

P2
(
m,ξ + τ dF(m)

) = τ2
[
−∣∣∂rF(m)

∣∣2 − 1

r2

∣∣∂ϕF(m)
∣∣2 − 2

r
∂tF (m)∂ϕF(m)

]

− 2τ
(
ξr ∂rF(m)+ ξz∂zF(m)

)− ξ2
r − ξ2

z .

The reduced discriminant is equal to:

�′ = (ξ2
r + ξ2

z

)(∣∣∂tF (m)
∣∣2 −( r∂tF (m)+ ∂ϕF(m)

r

)2)
− ξ2

r

∣∣∂zF(m)
∣∣2 − ξ2

z

∣∣∂rF(m)
∣∣2.

If (∂rF(m), ∂zF(m)) �= (0,0), the condition�′ � 0 implies∂ϕF(m) �= 0. If ∂rF(m)= ∂zF(m)= 0, we have

P2
(
m,dF(m)

)=− 1

r2
∂ϕF(m)

(
∂ϕF(m)+ 2r∂tF (m)

)
,

hence we deduce from (3.8) that∂ϕF(m) �= 0 again. Now ifm= (t, ϕ, r, z) ∈Σ , thenCm := {t} × S1 × {r} × {z} ⊂Σ and we
conclude that∂ϕF �= 0 onCm. Obviously that is a contradiction.✷

The previous result implies in particular that in the interesting case whereT �= ∅, the initial value problem forL with data
specified onMt0 = {t0} × R3 is not well posed. (3.7) shows that the failure of the global hyperbolicity is due to the very fast
rotation of the torus. Nevertheless, since∂t is a Killing vector field, it will be interesting to investigate the solutions ofLu= 0
as some distributions onRt , valued in some spaces of distributions onR3

x . In order to choose the functional framework, it is
useful to note that since the time translation leaves the wave equation invariant, the Noether’s theorem assures the existence of
a conserved current. We formally obtain the conserved energy

E(u; t) := 1

2

∫
R3

(
1− C2

r2

)∣∣∂tu(t, x)∣∣2 + ∣∣∇u(t, x)
∣∣2 + V (x)

∣∣u(t, x)∣∣2 dx. (3.9)

Therefore it is natural to look for the solutions of

Lu= 0, u ∈ L2
loc
(
Rt ;W1(

R
3
x

))
, (3.10)

whereW1(R3
x) is the Beppo–Levi space defined as the completion ofC∞

0 (R3
x) with respect to the norm:

‖f ‖2
W1 =

∫
R3

∣∣∇f (x)
∣∣2 dx, ∇ := t (∂x1, ∂x2, ∂z). (3.11)

We recall theL2-type estimate:

W1(
R

3
x

)⊂ L2
ρ

(
R

3
x

) := L2
(

R
3
x ,

1

1+ |x|2 dx

)
, ‖f ‖L2

ρ
� K‖f ‖W1 . (3.12)

The choice of the regularity of∂tu is less clear whenM is not globally hyperbolic since(1−C2/r2) is negative onT0 and
the energy is not a positive form. We introduce the space:

L2
C

(
R

3
x

) :=L2
(

R
3
x,

∣∣∣∣1− C2

r2

∣∣∣∣dx
)
, (3.13)

and we investigate the solutionsu of (3.10) satisfying:

∂tu ∈ L2
loc
(
Rt ;L2

C

(
R

3
x

))
. (3.14)

With this functional framework, we define usefull quantities associated with the wave equation: for 0� R � ∞, the local
energy ofu at timet is given by:

ER(u; t) := 1

2

∫
|x|�R

(
1− C2

r2

)∣∣∂tu(t, x)∣∣2 + ∣∣∇u(t, x)
∣∣2 + V (x)

∣∣u(t, x)∣∣2 dx. (3.15)
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The Wronskian ofu,v is defined by:

W(u,v; t) :=
∫
R3

(
1− C2

r2

)(
∂t u(t, x)v(t, x)− u(t, x)∂t v(t, x)

)− C

r2

(
∂ϕu(t, x)v(t, x)− u(t, x)∂ϕv(t, x)

)
dx. (3.16)

Lemma 3.2. Givenu,v satisfying(3.10)and(3.14), we have forR � R0, and almost allt, s ∈ R:

ER(u, t) � ER+|t−s|(u, s), (3.17)

E∞(u, t) = E∞(u, s), (3.18)

W(u,v; t) = W(u,v; s). (3.19)

Whenu,v ∈ C0(Rt ;W1(R3
x)), ∂tu, ∂t v ∈ C0(Rt ;L2

C(R3
x)), (3.17), (3.18), (3.19) are satisfied for anys, t ∈ R, and the

conserved quantity

E(u) :=E∞(u, t) (3.20)

is the total energy ofu. If T is not empty, this quadratic form is not definite positive.

Proof of Lemma 3.2. We chooseθ(t) ∈C∞
0 (Rt ) such that

∫
θ(t)dt = 1. Forj ∈N we put:

uj (t)= j

∞∫
−∞

θ(js)u(t − s)ds. (3.21)

vj is defined by similar way. It is clear thatuj approximatesu:

uj → u in L2
loc
(
Rt ;W1(

R
3
x

))
, ∂t uj → ∂tu in L2

loc
(
Rt ;L2

C

(
R

3
x

))
asj →∞,

and we easily check that:

ER(uj , t)→ER(u, t), W(uj , vj ; t)→W(u,v; t) in L1
loc(Rt ), j →∞.

Therefore it is sufficient to prove that (3.18), (3.17) and (3.19) are true foruj for all t, s to get that these estimates are satisfied
for u and almost allt, s. For that, we note thatuj is a solution, smooth by respect tot :

Luj = 0, uj ∈ C∞(
Rt ;W1(

R
3
x

))
, ∂tuj ∈C∞(

Rt ;L2(
R

3
x

))
. (3.22)

Moreover, by using the equationLu= 0 and the embedding of the Sobolev spaces, we have

uj ∈C∞(M). (3.23)

For such solutions, we may derivate the Wronskian or the total energy by respect tot , and by using the equation and an
integration by parts, we get (3.19) and (3.18) for allt, s. As regards the local energy estimates, we check that

∂µP
µ = (Luj )∂t uj = 0,

where the Pointing vectorP is defined by:

2P t =
(

1− C2

r2

)
|∂t uj |2 + |∇xuj |2 + V |uj |2,

P x = −"∂t uj ∂xuj +Cr−2y|∂t uj |2, P y =−"∂t uj ∂yuj −Cr−2x|∂t uj |2, P z =−"∂tuj ∂zuj .

We evaluate

0= 2
∫
D

∂µPµ(t, x)dt dx, onD = {(t, x); |x| � T − t +R
}
,

and we get:

ER+T (uj ,0)−ER(uj ,T )= 1

2

∫
|x|=T−t+R

|∂t uj |2 + |∇xuj |2 − 2"∂t uj∇xuj · x

|x| dσ � 0. ✷
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We could only consider solutions of (3.10) such that∂t u ∈ L2
loc(Rt ;L2

C
(R3

x)), but if Σ0 is Non-Confining,∂t u is much
more regular:

Theorem 3.3. We assume thatΣ0 is Non-Confining. Letu be such that

u ∈L2
loc
(
Rt ;W1(

R
3
x

))
, Lu ∈L2

loc
(
Rt ;L2(

R
3
x

))
. (3.24)

Then we have:
∂tu ∈ L2

loc
(
Rt ;L2(

R
3
x

))
. (3.25)

Proof. We shall use the results of microlocal regularity and of propagation of singularities, which are due to L. Hörmander [18]
whenC andV areC∞, and J.-M. Bony [3] whenC andV areC2 (see so [2]). Sinceu ∈ L2

loc(Rt ;W1(R3
x)), it is microlocally

H1 near(m, ξ) ∈ T ∗(M) for ξ /∈Rdt . On the other hand sinceP2(m, dt)= 1−C2r−2, L is microlocally elliptic near(m,dt)
for m /∈Σ henceu ∈H2 microlocally near these points, and finallyu ∈H1

loc(M \Σ). Therefore to prove thatu ∈H1
loc(M)

we have to establish thatu is microlocallyH1 near(m0,dt) for m0 ∈ Σ . Let τ ∈ R �→ γ (τ) = (m(τ), ξ(τ)) ∈ T ∗M be a
bicharacteristic curve with

γ (0)= (m0,dt). (3.26)

The equations forγ are:

ẋµ = ∂P2

∂ξµ
, ξ̇µ =− ∂P2

∂xµ
,

P2(ξ)=L(ṁ)= 0.

We get:

ξ̇t = 0, ξ̇ϕ = 0, (3.27)

ṫ = 2

(
1− C2

r2

)
ξt − 2

C

r2
ξϕ, ϕ̇ =− 2

r2
ξϕ − 2

C

r2
ξt , (3.28)

ξ̇r =−2
C

r2

(
∂rC − C

r

)
, ξ̇z =−2

C

r2
∂zC, (3.29)

ṙ =−2ξr , ż=−2ξz, (3.30)

(ṫ −Cϕ̇)2 − r2ϕ̇2 − ṙ2 − ż2 = 0. (3.31)

We obtain:

ξt = 1, ξϕ = 0, ṫ = 2

(
1− C2

r2

)
, ϕ̇ =−2

C

r2
, (3.32)

and sincem is a null geodesic

ṫ −Cϕ̇ = ṫ (0)−Cϕ̇(0)= 2, (3.33)(
C2 − r2)ϕ̇ −Cṫ = (

C2(r0, z0)− r2
0
)
ϕ̇(0)−Cṫ(0)= 0, (3.34)

0 � ṙ2 + ż2 = 4

(
1− C2

r2

)
. (3.35)

We deduce that

γ (R)∩ T ∗(T)= ∅, (3.36)

and sinceΣ0 is Non-Confining we have:

γ (R)∩ T ∗(T ∪Σ)= ∅. (3.37)

Then there existsτ such thatm(τ) /∈ T0∪Σ0. We get from (3.30), (3.35) thatξ(τ) /∈ Rdt . Sinceu ∈H1 microlocally nearγ (τ)

we deduce from the theorem of propagation of singularities thatu ∈H1 microlocally nearγ (0). We conclude thatu ∈H1
loc(M)

and

∂tu ∈ L2
loc
(
Rt ;L2

loc
(
R

3
x

))
. (3.38)
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Let χ be inC∞
0 (R3

x) equal to 1 on a neighborhood ofT0. Thenv := (1− χ)u satisfies:

v ∈L2
loc
(
Rt ;W1(

R
3
x

))
, ∂2

t v −�xv ∈ L2
loc
(
Rt ;L2(

R
3
x

))
.

We deduce that

∂2
t v ∈L2

loc
(
Rt ;

[
W1(

R
3
x

)]′)
,

hence by the theorem of intermediate derivates ([26], p. 19, Theorem 2.3):

∂t v ∈ L2
loc
(
Rt ;L2(

R
3
x

))
. (3.39)

The result follows from (3.38) and (3.39).✷
The previous result allows define the trace ofu and∂t u on Mt . We refer to [26] for the definitions and properties of the

usual Sobolev spacesHs , Hs
0.

Proposition 3.4. We assume thatΣ0 is Non-Confining. Letu be such that

u ∈L2
loc
(
Rt ;W1(

R
3
x

))
, Lu ∈L2

loc
(
Rt ;L2(

R
3
x

))
.

Then we have:
u ∈ C0(

Rt ;H 1
2
(
R

3
x

))
, (3.40)(

1− C

r

)
∂t u ∈ C0(

Rt ;H− 1
2
(
R

3
x

))
, (3.41)

∂t u ∈ C0(
Rt ;H−1(T0)

)
. (3.42)

Proof. Sinceu ∈ L2
loc(Rt ;W1(R3

x)), andΣ0 is Non-Confining, the previous theorem implies that∂t u ∈ L2
loc(Rt ;L2(R3

x)).

Thusu ∈ C0(Rt ;H1(R3
x)), and the intermediate derivates theorem (Theorem 3.1 of [26], p. 23) assures that

u ∈C0(
Rt ;

[
H1(

R
3
x

)
,L2(

R
3
x

)]
1
2
=H

1
2
(
R

3
x

))
.

Now if Lu ∈ L2
loc(Rt ;L2(R3

x)), we have:(
1− C2

r2

)
∂2
t u ∈L2

loc
(
Rt ;H−1(

R
3
x

))
, (3.43)

hence the same theorem implies that(
1− C2

r2

)
∂tu ∈ C0(

Rt ;
[
H1(

R
3
x

)
,H−1(

R
3
x

)]
3
4
=H− 1

2
(
R

3
x

))
. (3.44)

That proves (3.41) since(1+ C
r )−1 is a multiplier ofH

1
2 becauseC ∈ C2. Now sinceΣ0 is Non-Confining, Theorem 11.8

of [26], p. 76 assures that:

φ ∈H2
0 (T0)�⇒

(
1− C2

r2

)
φ ∈H1

0 (T0).

Thus we deduce from (3.43) that

∂2
t u ∈ L2

loc
(
Rt ;H−2(T0)

)
. (3.45)

Finally (3.42) follows from (3.25) and (3.45) by the intermediate derivates theorem.✷
Thanks to the result of continuity stated in Proposition 3.4, we may investigate the uniqueness of a possible solution of

Lu = 0 for data specified onMt0. First we prove thatu= 0 onM whenu = (C − r)∂tu = 0 onMt0. This result is neither a
consequence of the uniqueness theorem for the strictly hyperbolic operators ([18], Theorem 23.2.7) because the level surfaces
Mt are not non-characteristic sinceP2(m,dt)= 0 onΣ , nor a direct application of the conservation of the energy sinceE(u)

is not definite positive.
Moreover, whenM is totally vicious, i.e.T �= ∅, and the Non-Confining condition is fullfiled, we would like thatu= 0 on

M whenu= 0 onT. Unfortunately, althoughΣ is non-characteristic, we cannot use the classical results of unique continuation:
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on the one hand, 0 is a double real root ofP2(m,dt + τN)= 0 for m ∈Σ , N = (∂rC(m)−1)dr+ ∂zC(m)dz, hence we cannot
apply the Calderon theorem ([18], Theorem 28.1.8). On the other hand, we have form ∈Σ :{

P2, {P2,C − r}}(m,dt)=−4
(∣∣∂rC(m)− 1

∣∣2 + ∣∣∂zC(m)
∣∣2)< 0,

henceΣ is nowhere strongly pseudo-convex, and we can no more use the uniqueness theorems for second-order operators of
real principal type due to N. Lerner and L. Robbiano (see [18], Theorem 28.4.3) to deduce thatu= 0 onM, from u= 0 onT.
This leads to make some assumption of analyticity onC andV nearΣ0, in order to apply the Holmgren theorem.

Theorem 3.5. We assume thatΣ0 is Non-Confining andT0 �= ∅. Let u be satisfying(3.10)and one of the following conditions
for somet0 ∈ R:

(1) u= (1− C
r ) ∂t u= 0 onMt0 .

(2) u= ∂t u= 0 on {t0} ×T0 andV andC are real analytic in a neighborhood ofΣ0.

Then

u= 0 onM. (3.46)

We shall see in Section 5 another uniqueness result for the incoming solutions.

Proof. A key ingredient is the following

Lemma 3.6. We assume thatΣ0 is Non-Confining. Letu satisfying(3.10)and such that for somet0 ∈R:

u= ∂t u= 0 on {t0} × T0. (3.47)

Then

u= 0 on T. (3.48)
Proof. For v ∈C∞

0 (R4), m ∈ Z we put:

Pmv(t, r, z) :=
2π∫
0

e−imϕv(t, ϕ, r, z)dϕ.

The Fubini’s theorem and the Parseval equality assure thatPm has a unique extension fromL2
loc(M) to

L2
loc(Rt × [0,∞[r×Rz, r dt dr dz)

satisfying for 0< r0 < r1, z0 < z1:

T∫
−T

2π∫
0

r1∫
r0

z1∫
z0

∣∣v(t, ϕ, r, z)∣∣2r dr dt dϕ dr dz=
∑
m∈Z

T∫
−T

r1∫
r0

z1∫
z0

∣∣Pmv(t, r, z)
∣∣2r dr dt dr dz. (3.49)

If u satisfies (3.10),um(t,ϕ, r, z) := eimϕPmu(t, r, z) is solution of:(
1− C2

r2

)
∂2
t um −�xum − 2im

C

r2
∂tum + V um = 0, (t, x) ∈ T, (3.50)

um ∈H1
loc(T), um ∈ C0(

Rt ;H 1
2 (T0)

)
, ∂tum ∈C0(

Rt ;H−1(T0)
)
, (3.51)

um = ∂tum = 0 on{t0} ×T0. (3.52)

(3.50) shows thatum is solution of an elliptic equation inT, therefore (3.52) and the Aronszajn–Cordes uniqueness theorem
(see, e.g., [18], Theorem 17.2) imply thatum = 0 onT. Then (3.48) follows from (3.49). ✷

We now consider condition (1). It is sufficient to prove thatu= 0 for t > 0. We define:

t > 0�⇒ v(t, x)= u(t, x), t < 0�⇒ v(t, x)= 0.
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v satisfies (3.10). We use the approximation procedure (3.21) by putting:

vj (t)= j

∞∫
−∞

θ(js)v(t − s)ds.

vj is a smooth solution andvj (t)= 0 for t <−1 if θ is supported in[−1,1]. Hencevj = 0 in T by Lemma 3.6. SinceΣ0 is
Non-Confining,∂T0 =Σ0, and the trace ofvj (t) is zero onΣ0. We use Theorem 11.3 of Lions and Magenes ([26], p. 65) to
get ∫

|x|�R

∣∣∣∣1− C2

r2

∣∣∣∣−1∣∣vj (t, x)∣∣2 dx � cR

∫
R3

∣∣∇xvj (t, x)
∣∣2 dx.

Now we evaluate

d

dt

( ∫
R3

∣∣∣∣1− C2

r2

∣∣∣∣∣∣∂t vj (t, x)∣∣2 + ∣∣∇xvj (t, x)
∣∣2 dx

)
� 2

∫
R3

∣∣V vj ∂t vj
∣∣dx

� c′
( ∫

R3

∣∣∣∣1− C2

r2

∣∣∣∣∣∣∂t vj (t, x)∣∣2
)1/2( ∫

R3

∣∣∇xvj (t, x)
∣∣2 dx

)1/2

.

We obtain by the Gronwall lemma:

∫
R3

∣∣∣∣1− C2

r2

∣∣∣∣∣∣∂t vj (t, x)∣∣2 + ∣∣∇xvj (t, x)
∣∣2 dx � eβ|t+1|

∫
R3

∣∣∣∣1− C2

r2

∣∣∣∣∣∣∂t vj (−1, x)
∣∣2 + ∣∣∇xvj (−1, x)

∣∣2 dx. (3.53)

Thereforevj = 0 sincevj (−1)= ∂t vj (−1)= 0, and condition (1) implies (3.46).
For the second condition, we consideruj given by (3.21). Sinceu = 0 in T by Lemma 3.6, we get thatuj is a smooth

solution that is null inT. As for (3.53), we obtain:∫
R3

∣∣∣∣1− C2

r2

∣∣∣∣∣∣∂tuj (t, x)∣∣2 + ∣∣∇xuj (t, x)
∣∣2 dx � eβ|t |

∫
R3

∣∣∣∣1− C2

r2

∣∣∣∣∣∣∂t uj (0, x)∣∣2 + ∣∣∇xuj (0, x)
∣∣2 dx. (3.54)

We put

wj (t, x) := e−t2uj (t, x). (3.55)

(3.54) assures thatwj ∈ L1(Rt ;W1(R3
x)), hence we can define the partial Fourier transform with respect tot of wj :

ŵj (k, x) :=
∞∫

−∞
e−iktwj (t, x)dt ∈C0(

Rk;W1(
R

3
x

))
. (3.56)

ŵj satisfies

(k, x) ∈R×T0 �⇒ ŵj (k, x)= 0, (3.57)

Âŵj = 0 onRk ×R
3
x, (3.58)

where

Â := 4
(

1− C2

r2

)
∂2
k +�x + 4i

C

r2
∂2
k,ϕ + 4k

(
1− C2

r2

)
∂k + 2ik

C

r2
∂ϕ +

(
1− C2

r2

)(
k2 + 2− V

)
. (3.59)

We remark thatÂ is elliptic on Rk × (R3
x \ (T0 ∪ Σ0)). Moreover, the Non-Confining condition assures thatRk × Σ0 is a

non-characteristic hypersurface with respect toÂ. Sinceŵj (k, x)= 0 in Rk ×T0, the Holmgren theorem implieŝwj (k, x)= 0
on a neighborhood ofRk ×Σ0. We now conclude by the Aronszajn–Cordes theorem thatŵj = 0 everywhere. Finallyuj = 0
and condition (2) implies (3.46).✷
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We have studied the uniqueness of the sufficiently smooth solutions. The sequel of this work deals with the problem of the
existence of such solutions, that is not obvious when the manifold is not causal. We introduce the vector space:

E := {u ∈ C0(
Rt ;W1(

R
3
x

)); Lu= 0, ∂t u ∈C0(
Rt ;L2

C

(
R

3
x

))}
, (3.60)

endowed with the indefinite formE(u) given by (3.20) and the space of the admissible Cauchy data:

H := {(f, g) ∈W1(
R

3
x

)×L2
C

(
R

3
x

); ∃u ∈ E , u(0)= (f, g)
}
, (3.61)

where forv ∈ C1(Rt ;D′(R3
x)), we put:

v :=
(

v

∂t v

)
. (3.62)

A priori, whenT �= ∅, H is not an Hilbert space for the norm ofW1 × L2
C . The previous theorem assures that the family of

maps

U(t) : u(0) ∈H �→ u(t) ∈H (3.63)

is a strongly continuous group of linear operators onH. In the following parts we construct global solutionsu with E(u)= 0
or E(u) > 0. We let open the problem of the existence of global solution with negative energy.

4. The resonant states

In this section, we investigate the global solutionsu ∈H1
loc(M) by separation of the variablet :

u(t, x)= eλt v(x), (4.1)

with λ ∈ C andv is a distribution onR3
x . Thenu is solution of

Lu= 0 inM, (4.2)

iff v ∈L2
loc(R

3
x) is solution of the homogeneous reduced wave equation:

�v + 2Cλ

r2
∂ϕv − λ2

(
1− C2

r2

)
v − V v = 0 onR

3. (4.3)

By the standard results of elliptic regularity,v ∈H2
loc(R

3) andv ∈ C∞ for |x| large enough, sinceC andV are continuous and
compactly supported. (4.3) is similar to the acoustic wave equation in an inhomogeneous medium (see, e.g., [6,20,30,34]); the
crucial difference is that 1− r−2C2 that plaies the role of the refractive index, is null onΣ0 and negative inT0.

We start by proving a result of Rellich type, stating that there exists not -periodic, non-constant, solution ofLu= 0 satisfying
some natural constraint at the space infinity.

Lemma 4.1. Letv be a solution of(4.3) for λ ∈ iR∗, satisfying one of the following conditions:

v ∈L2(
R

3)∪W1(
R

3); (4.4)

x

|x| · ∇v + λv = O

(
1

|x|2
)
, |x| →∞; (4.5)

x

|x| · ∇v − λv = O

(
1

|x|2
)
, |x| →∞. (4.6)

Thenv = 0.

For λ = 0 the result is well known: for non-negative potentialV , the conclusion of the lemma is valid; for general poten-
tial V , since the formv �→ ∫

V |v|2 is compact onH1
loc(R

3), the space of solutions of (4.3) withλ= 0 is of finite dimension.

Proof of Lemma 4.1. Let λ = ik, k ∈]0,∞[. We haveV (x) = C(x) = 0 for |x| � R0. Thanks to the Aronszajn–Cordes
theorem, it is sufficient to prove

|x| � R0 �⇒ v(x)= 0. (4.7)
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Sincev is solution of the homogeneous Helmholtz equation for largex, v has the following expansion with respect to the
spherical harmonicsYm

n :

|x| � R �⇒ v(x)=
∞∑
n=0

m=n∑
m=−n

amn (ρ)Ym
n (ω), ρ = |x|, ω= ρ−1x,

with

amn (ρ)= αm
n h

(1)
n (kρ)+ βm

n h
(2)
n (kρ), αm

n ,βm
n ∈C,

whereh(1,2)n are the spherical Hankel functions, which satisfy asρ →∞ (see, e.g., [6], p. 30):

h
(1,2)
n (ρ)= ρ−1e±i(ρ− nπ

2 − π
2 )
[
1+O

(
ρ−1)],

d
dρ h

(1,2)
n (ρ)= ρ−1e±i(ρ− nπ

2 )
[
1+O

(
ρ−1)]. (4.8)

From the Parseval equality∫
S2

∣∣v(ρω)
∣∣2 dω=

∞∑
n=0

m=n∑
m=−n

∣∣amn (ρ)
∣∣2, ∫

S2

∣∣ω · ∇v(ρω)
∣∣2 dω=

∞∑
n=0

m=n∑
m=−n

∣∣∣∣ d

dρ
amn (ρ)

∣∣∣∣2

we deduce with the asymptotic behaviours (4.8), that (4.4) implies (4.7).
We now assume that (4.5) or (4.6) is satisfied. We multiply (4.3) byv and integrate on|x| � R. Since∂ϕC = 0, we get by

the Green formula:

%
∫
S2

∂ρv(Rω)v(Rω)dω= 2kR−2%i
∫

|x|�R

C

r2
v∂ϕv dx = 0.

Then the Rellich theorem (e.g., [6], Theorem 2.12) assures (4.7).✷
Lemma 4.1 shows that we have to look for the non-trivial solutions of the homogeneous reduced wave equation, for

λ ∈ C \ iR. We adapt at our problem the concept of outgoing (resp. incoming) solution by Lax and Phillips [24]. Givenλ ∈ C,

f ∈ E ′, the space of the compactly supported distributions, a solutionv
+(−)
λ of

�v + 2Cλ

r2
∂ϕv − λ2

(
1− C2

r2

)
v − V v = f on R

3, (4.9)

is said to beλ-outgoing(resp.λ-incoming) if

v
+(−)
λ = γ

+(−)
λ ∗

[
f − 2Cλ

r2
∂ϕv

+(−)
λ − λ2C2

r2
v
+(−)
λ + V v

+(−)
λ

]
, (4.10)

where

γ
+(−)
λ (x) := −e−(+)λ|x|

4π |x| . (4.11)

It is well known that in the caseλ ∈ iR, the λ-outgoing (resp.λ-incoming) condition is equivalent to the Sommerfeld
radiation condition (4.5) (resp. (4.6)). A complex numberλ is anoutgoing resonance(resp.incoming resonance), if there exists

a non-nullλ-outgoing (resp.λ-incoming) solutionv+(−)
λ of (4.3), calledresonant state. We remark that when a resonant state

vλ has a finite energy, i.e.vλ ∈H1(R3), the total energy (3.20) of the time dependant solutionuλ(t, x)= eλt vλ(x) is zero:

E(uλ)= 1

2
e2"(λ)t

∫
R3

|λ|2
(

1− C2

r2

)
|vλ|2 + |∇vλ|2 + V |vλ|2 dx = 0. (4.12)

We denoteR+(−) the set of the outgoing (incoming) resonances. BecauseC andV are real axisymmetric, and since we
may takev+λ (x1,−x2, z)= v−−λ(x

1, x2, z), it is easy to see that:

λ ∈R+ ⇐⇒ λ ∈R+, (4.13)

λ ∈R+ ⇐⇒ −λ ∈R−. (4.14)
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Hence we shall consider only the set of the outgoing resonances, simply called “resonances”, and we omit the superscript+:
R :=R+, vλ := v+λ .

We summarize the properties of the set of the resonances:

Theorem 4.2. R is a discrete subset ofC, and we have:
R∩ iR∗ = ∅; (4.15)

λ ∈R,0<"(λ)�⇒ vλ ∈H2(
R

3); (4.16)

T0 = ∅�⇒Card
{
λ ∈R;0 �"(λ)

}
<∞; (4.17)

T0 = ∅,0� V �⇒ {
λ ∈R;0 �"(λ)

}=∅; (4.18)

T0 �= ∅, λ ∈R∩]0,∞[�⇒ ∂ϕvλ = 0; (4.19)

T0 �= ∅ �⇒Card
(
R∩]0,∞[ ) =∞. (4.20)

We know that for the scattering by obstacle there exists no real resonance, and for the scattering by non-positive potential,
or metric perturbation, or Schwarzschild black-hole, there exists only a finite set of real resonances with finite energy (see,
e.g., [1,24]). (4.17) and (4.18) show that this remains true even if there is a closed null geodesic (Σ0 �= ∅) but no closed timelike
curve (T0 = ∅). The main novelty, (4.20), due to the existence of a closed timelike curve, is that this set isinfinite. This last
result can be physically interpreted as follows: in the framework of the studies of the stability of the manifolds of the General
Relativity, the existence of an infinite set of resonant states with finite energy means that we cannot prove the possible stability
of the metric (2.2) by a method of perturbation (see, e.g., the works of Y. Choquet-Bruhat, A. Fischer, J. Marsden); hence we
can suspect that the manifold is actually nonlinearly instable in a suitable set of solutions of inhomogeneous Einstein equations.
This agrees with the “conjecture of chronological protection” by S. Hawking [16], that states that any universe with closed
timelike curve is instable.

Proof of Theorem 4.2. Let B an open ball ofR3, that contains the supports ofC andV . We introduce the operatorK(λ) on
H1(B) by putting:

K(λ)v(x) := 1

4π

∫
B

e−λ|x−y|
|x − y|

[
λ

2C

r2
∂ϕv + λ2C2

r2
v − V v

]
(y)dy. (4.21)

If vλ �= 0 is a resonant state, thenK(λ)(vλ|B)= vλ|B . Conversely, ifv ∈H1(B) \ {0} satisfiesK(λ)v = v, thenvλ defined by

v in B, and by the right hand of (4.21) forx ∈ R3 \B, is a resonant state. Therefore the problem is reduced to investigating the
solutions of:

K(λ)v = v, v ∈H1(B) \ {0}, λ ∈C, (4.22)

andR is the set of complex numbersλ such that 1 is eigenvalue ofK(λ). By the classical results on the potentialγ+λ (e.g., [6],

Theorem 8.2),K(λ) is a bounded operator fromH1(B) to H2(B). Hence the Sobolev theorem assures thatK(λ) is an analytic
family onCλ, of compact operators onH1(B). Then the Atkinson theorem (see [21], Theorem 1.9, p. 370) assures thatR=C

or R is discrete. The first alternative is excluded by (4.15) that is stated in Lemma 4.1.
(4.16) is an obvious consequence of the asymptotic behaviour ofγ+λ (x) as|x| →∞, and we have:∫

R3

|λ|2
(

1− C2

r2

)
|vλ|2 + |∇vλ|2 + V |vλ|2 dx = 0.

SinceC � r and the formf �→ ∫
V |f |2 dx is compact onH1, we get (4.17) and (4.18).

Let vλ ∈H2 be a resonant state forλ > 0. We use the Fourier expansion ofvλ:

vλ =
∑
m∈Z

vλ,m, vλ,m
(
x = (r cosϕ, r sinϕ, z)

) := eimϕ

2π∫
0

e−imθvλ(r cosθ, r sinθ, z)dθ.

vλ,m is solution of (4.3) and an integration by parts gives:

2imλ

∫
R3

C

r2
|vλ,m|2 dx =

∫
R3

|∇vλ,m|2 + λ2
(

1− C2

r2

)
|vλ,m|2 + V |vλ,m|2 dx = 0.
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We deduce thatvλ,m = 0 on the non-empty support ofC for m �= 0. Sincevλ,m is solution of (4.3), the Aronszajn–Cordes
theorem assures thatvλ,m = 0 everywhere and (4.19) is proved.

Given an axy-symmetric domainΩ ⊂R3, we introduce

L2
0(Ω) := {v ∈L2(Ω,dx); ∂ϕv = 0

}
. (4.23)

To establish (4.20) we show that givenλ0 > 0, there existsλ � λ0 such that−λ2 is an eigenvalue of the densely defined
self-adjoint operator onL2

0(R
3),

A(λ) := −�− λ2C2

r2
+ V, (4.24)

with domain

D
(
A(λ)

)=H2(
R

3)∩L2
0
(
R

3). (4.25)

SinceCr−1 andV are continuous, and compactly supported, the Weyl theorem assures that

σess
(
A(λ)

)= [0,∞[, σ
(
A(λ)

)∩]−∞,0[= σpp
(
A(λ)

)∩ [−λ2
∥∥∥∥C2

r2

∥∥∥∥
L∞

− ‖V ‖L∞ ,0

[
,

hence forλ > 0 we have:

dimP]−∞,−λ2]
(
A(λ)

)
<∞, (4.26)

where(PI (T ))I⊂R is the family of spectral projections of a self-adjoint operatorT . We choose 0< r0 < r1, z0 < z1 such that

(r, z,ϕ) ∈ T1 := ]r0, r1[×]z0, z1[×S1 �⇒ C2

r2
� 1+ ε > 1. (4.27)

We introduce the self-adjoint operators:

B1(λ) := −�− λ2(1+ ε)+ ‖V ‖L∞ , (4.28)

D
(
B1(λ)

) = {
v1 ∈ L2

0(T1); �v1 ∈L2(T1), v1 = 0 on∂T1
}
, (4.29)

B2(λ) := −�− λ2C2

r2
+ V, (4.30)

D
(
B2(λ)

) = {
v2 ∈ L2

0
(
R

3 \T1
); �v2 ∈ L2(

R
3 \T1

)
, v2 = 0 on∂T1

}
, (4.31)

AD(λ) := B1(λ)⊕B2(λ). (4.32)

By Proposition 4 of [31], tome 4, p. 270, we have:

−λ2
∥∥∥∥C2

r2

∥∥∥∥
L∞

− ‖V ‖L∞ � A(λ) � AD(λ),

hence the min-max principle implies that

dimP]−∞,−λ2]
(
A(λ)

)
� dimP]−∞,−λ2]

(
AD(λ)

)
� dimP]−∞,−λ2]

(
B1(λ)

); (4.33)

B1(0) is a positive self-adjoint operator onL2
0(T1), and its resolvant is compact by the Sobolev theorem. Let(αn)n∈N be the

sequence of its eigenvalues. We have

σ
(
B1(λ)

)∩ ]−∞,−λ2]= {αn − (1+ ε)λ2; αn � ελ2}.
Sinceαn →∞ asn→∞, we deduce that:

dimP]−∞,−λ2]
(
B1(λ)

)→∞, λ→∞. (4.34)

We assume there existsλ0 > 0 such that

λ � λ0 �⇒−λ2 /∈ σ
(
A(λ)

)
. (4.35)

In this case, sinceλ �→ A(λ) is an analytic family of operators in the sense of Kato, its resolvant(A(λ)− z)−1 is an analytic
function of two variables on{(λ, z); λ ∈ R, z /∈ σ(A(λ)}, and we have:

P]−∞,−λ2]
(
A(λ)

)= 1

2iπ

∮
∂D(λ)

(
A(λ)− z

)−1 dz,



A. Bachelot / J. Math. Pures Appl. 81 (2002) 35–65 51

with

D(λ) :=
{
z= a + ib; −λ2

∥∥∥∥C2

r2

∥∥∥∥
L∞

− ‖V ‖L∞ − 1 � a � 0, −1 � b � 1

}
.

We deduce thatλ � λ0 �→ P]−∞,−λ2](A(λ)) ∈L(L2
0(R

3)) is continuous, therefore

λ � λ0 �⇒ dimP]−∞,−λ2]
(
A(λ)

)= dimP]−∞,−λ2
0]
(
A(λ0)

)
<∞.

This a contradiction with (4.33) and (4.34).✷

5. Scattering states

WhenT is not empty, the manifold is totally vicious, hence there exists no Cauchy hypersurface. Nevertheless we shall
prove that the global Cauchy problem is well posed for regular data specified at the past null infinity, and these solutions are
asymptotically free at the future null infinity (Scattering States). Furthermore, the Scattering OperatorS is well defined for any
free wave with finite energy, but, unlike the usual situations, the wave operators arenot causal. As regards the mathematical
tools, we keep the features of the scattering theory, that involve neither the positivity of the energy, nor the existence of a unitary
group: we use the generalised eigenfunctions method.

We start with a uniqueness result for the solutions with some given asymptotic behaviour. We recall some basic notations
for the wave equation on the Minkowski space-time:

L0u0 := ∂2
t u0 −�xu0 = 0, (t, x) ∈ R×R

3. (5.1)

The Cauchy problem is solved inD′(R3
x) by the groupU0(t):

U0(t)u0(0)= u0(t). (5.2)

We introduce the spaces associated with the finite energy waves:

E0 :=
{
u0 ∈C0(

Rt ;W1(
R

3
x

)); L0u0 = 0, ∂t u0 ∈C0(
Rt ;L2(

R
3
x

))}
, H0 :=W1(

R
3
x

)×L2(
R

3
x

)
, (5.3)

which are Hilbert spaces for the energy norm

‖u0‖2
E0

= ∥∥u0(t)
∥∥2
H0

:= 1

2

∫
R3

∣∣∂t u0(t, x)
∣∣2 + ∣∣∇u0(t, x)

∣∣2 dx, (5.4)

andU0(t) is a strongly continuous unitary group onH0.

Theorem 5.1. Letu be inE . We assume that one of the two following conditions is fullfiled:
(1) u ∈L1(

Rt ;L2
loc
(
R

3
x

))
, (5.5)∥∥u(t)

∥∥
W1×L2

C
→ 0, t →−∞. (5.6)

(2) T �= ∅, and there exista, c,R � 0, such that∥∥u(t)∥∥
W1 � cea|t |, (5.7)

|x| �−t −R �⇒ u(t, x)= 0. (5.8)

Then

u= 0 onM. (5.9)

We make some remarks. (1) The global constraint (5.5) is usefull whenT �= ∅: the outgoing resonant states with finite
energy satisfy (5.5) but are exponentially increasing ast → +∞. (2) It is known that whenT = ∅ and 0� V there exists
non-null solutions satisfying (5.7) and (5.8). (3) Lemma 3.6 and (3.53) show that (5.7) is a consequence of (5.8) whenΣ0 is
Non-Confining.

Proof of Theorem 5.1. We assume the first condition is satisfied. Letuj be defined by (3.21). Thenuj ∈ E satisfies (5.5) and

for anyk ∈N, ∂kt uj ∈L1(Rt ;L2
loc(R

3
x)). Therefore∥∥uj (t)

∥∥
H0

→ 0, t →−∞,
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C2

r2
∂2
t uj ,

C

r2
∂2
t,ϕuj ,V uj ∈L1(

Rt ;L2(
R

3
x

))
.

We deduce that

uj (t)=
t∫

−∞
U0(t − s)

(
0

qj (s)

)
ds, qj := C2

r2
∂2
t uj + 2

C

r2
∂2
t,ϕuj − V uj . (5.10)

Sinceuj satisfies (5.5), we may consider the Fourier transform

ûj (k) :=
∫
R

e−iktuj (t)dt ∈ C0(
Rk;L2

loc
(
R

3
x

));
(5.10) implies that

ûj (k)= γ+
ik
∗
(
k2C2

r2
ûj (k)− 2ik

C

r2
∂ϕûj (k)+ V ûj (k)

)
.

Henceûj is a ik-outgoing solution of the homogeneous equation reduced wave equation (4.3). Therefore Lemma 4.1 assures
that ûj = 0, and (5.9) is proved.

We now consider the second condition. (5.7) and (5.8) allow to define the Fourier–Laplace transform

û(λ) :=
∫
R

eλtu(t)dt,

which is anL2
loc(R

3
x)-valued analytic function ofλ, "(λ) <−a. û(λ) is solution of the elliptic equation (4.3). Moreover (5.8)

and Lemma 3.6 imply that̂u(λ)= 0 onT0. We conclude that̂u(λ)= 0 onR3
x , so (5.9) is established.✷

We now return to the problem of global solutions by constructing Wave Operators. We denoteE∞0 the space of theregular
wave packetsthat are the smooth solutionsu0 of (5.1) such that

û0(0, ξ) :=
∫

e−ix·ξu0(0, x)dx, ∂t û0(0, ξ) :=
∫

e−ix·ξ ∂t u0(0, x)dx ∈ C∞
0
(
R

3
ξ \ {0}

)
. (5.11)

Theorem 5.2. Givenu−0 ∈ E∞0 , there exists a uniqueu ∈ E such that∂tu ∈ C0(Rt ;L2(R3
x)) and satisfying(5.5)such that∥∥u(t)− u−0 (t)

∥∥
H0

→ 0, t →−∞. (5.12)

Moreover there exists a uniqueu+0 ∈ E0 such that:∥∥u(t)− u+0 (t)
∥∥
H0

→ 0, t →+∞, (5.13)

and we have:∥∥u−0 ∥∥2
E0

=E(u)= ∥∥u+0 ∥∥2
E0

, (5.14)

u+0 ∈ E∞0 . (5.15)

This theorem allows to introduce the Wave Operators:

W− :u−0 �→ u, W+ :u+0 �→ u. (5.16)

To make the link between these both operators, we use the time reverse operator:

R :u
(
t, x1, x2, z

) �→ (Ru)
(
t, x1, x2, z

)= u
(−t, x1,−x2, z

)
. (5.17)

SinceR(Lu)=L(Ru), we have

W+ = RW−R. (5.18)

These wave operators are defined onE∞0 , but when the chronology is violated,T �= ∅, we do know to characterize neither their
ranges, nor the possible continuity property. Furthermore, they are no causal in the usual sense, since Theorem 5.1 shows that



A. Bachelot / J. Math. Pures Appl. 81 (2002) 35–65 53

if u=W−u−0 exists for some free waveu−0 ∈ E0 satisfying the initially incoming condition (5.8), andu= u−0 for t ( 0, then

u= u−0 = 0.
We now consider the Scattering Operator:

S :u−0 �→ u+0 . (5.19)

The previous theorem assures thatS is an isometry fromE∞0 ontoE∞0 , and by (5.18) we have

S−1 = RSR. (5.20)

ThereforeS can be extended by continuity and density, into an unitary operator onE0, denotedS again. To investigate this
operator, we recall two important tools (see [6,24,29]): the translation representation for the free wave equation is the map:

u0 ∈ E0 �→ f G ∈L2(
Rs × S2

ω,ds dω
)
, f G(s,ω)=− lim|t |→∞ t∂tu0

(
t, x = (t + s)ω

)
in L2

loc
(
Rs × S2

ω,ds dω
)
, (5.21)

that is an isometry fromE0 onto L2(Rs × S2
ω,ds dω); the spectral representation is the isometryu0 �→ f̃ from E0 onto

L2(Rk × S2
ω,dk dω) defined by (5.40). The link between these both representations is the Fourier transform with respect tos:

f̃ (k,ω)= 1√
2π

∫
eiksf G(s,ω)ds. (5.22)

We put

S : u−0 (0) �→ u+0 (0). (5.23)

ThenS is an isometry fromH0 ontoH0, and because of the invariance of the wave equationLu= 0 by the time translation,
we have for anyt ∈R:

U0(t)S = SU0(t). (5.24)

With obvious notations, we can also represent the scattering operator by putting:

SGf
G
− = f

G
+, S̃f̃− = f̃+. (5.25)

SinceS commutes with the free groupU0(t), S
G commutes with thes-translation. TheñS is represented as a multiplicative

operator-valued functioñS(k) on L2(S2
ω). We shall state in Proposition 5.5 that we can representS̃(k) by using the distorded

plane waves as well as for the usual globally hyperbolic case.

Proof of Theorem 5.2. We start by constructing global solutions of typedistorded plane wavesΦ(t, x;k,ω):

Lemma 5.3. For all k ∈ C, ik /∈R, ω ∈ S2, there exists a uniqueik-outgoing functionΨ (x;k,ω) that is aH2
loc(R

3
x)-valued

analytic function on(Ck \ iR)× S2
ω , such that

Φ(t, x;k,ω) := eik(t−x·ω)+ eiktΨ (x;k,ω) (5.26)

is solution ofLΦ = 0.

Proof. We use the notations of the proof of Theorem 4.2. We remark thatLΦ = 0 iff Ψ is an ik-outgoing solution of:

k2
(

1− C2

r2

)
Ψ +�Ψ + 2ik

C

r2
∂ϕΨ − VΨ =

(
k2C2

r2
− 2k2 C

r2

(
x1ω2 − x2ω1)+ V

)
e−ikx·ω. (5.27)

HenceΨ exists and is unique, iff the equation

(
K(ik)− Id

)
Ψ (·;k,ω)= γ+ik ∗

(
k2C2

r2
− 2k2 C

r2

(
x1ω2 − x2ω1)+ V

)
e−ikx·ω (5.28)

has a unique solution inH2(B). We know thatK(ik) is an analytic family of bounded operators fromH1(B) to H2(B), hence
of compact operators onH1(B). Therefore the Fredholm theorem assures that this equation has a unique solution when ik is
not a resonance, and by the Steinberg theorem, this solution depends analytically ofk andω. ✷
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In the previous lemma, we can takek ∈ R∗ since Theorem 4.2 states that there is no resonance in iR∗, and by using these
distorded plane waves, we can get global solutions with finite energy:

Lemma 5.4. For any f̃− ∈ C∞
0 (R∗

k × S2
ω), the function

u(t, x)= 1

2π

∫
R

∫
S2

Φ(t, x;k,ω)f̃−(k,ω)dk dω (5.29)

satisfies

u ∈C0(
Rt ;W1(

R
3
x

))
, ∂t u ∈C0(

Rt ;L2(
R

3
x

))
, Lu= 0. (5.30)

Proof. It is clear that we haveLu= 0. We writeu= u−0 + v with

u−0 (t, x) := 1

2π

∫
R

∫
S2

eik(t−x·ω)f̃−(k,ω)dk dω, (5.31)

v(t, x) := 1

2π

∫
R

∫
S2

eiktΨ (x;k,ω)f̃−(k,ω)dk dω. (5.32)

We have

u−0 (t, x)= 1

2π

∫
R3

eix·ξ
(

e−it |ξ |f̃−
(
−|ξ |, ξ

|ξ |
)
+ eit |ξ |f̃−

(
|ξ |,− ξ

|ξ |
))

1

|ξ |2 dξ,

henceu−0 ∈ C∞(Rt ;S(R3
x)) is a regular wave packet, and we have for anyα ∈ N4, N ∈N:

|x| � R0 �⇒
∣∣∂αu−0 (t, x)

∣∣� cα,N
(
1+ |t |)−N

. (5.33)

On the other hand we have

k �→
∫
S2

Ψ (x;k,ω)f̃−(k,ω)dω ∈C∞
0
(
R
∗
k;H2

loc
(
R

3
x

))
,

thus

v ∈ S
(
Rt ;H2

loc
(
R

3
x

))
. (5.34)

We introduce

q :=L0v. (5.35)

We haveq = (L0−L)(v− u−0 ), thus (5.33) and (5.34) assure that

q ∈L1(
Rt ;L2(

R
3
x

))
, |x| � R0 �⇒ q(t, x)= 0. (5.36)

Moreover sinceΨ(·;k,ω) is ik-outgoing, (5.27) imply that

Ψ (x;k,ω)= γ+ik ∗ F(·;k,ω) (5.37)

with

F(x;k,ω)=
[
k2C2

r2
− 2ik

C

r2
∂ϕ + V

](
e−ikx·ω +Ψ (x;k,ω)

)
. (5.38)

A function u ∈ C1(Rt ;D′(R3
x)) is outgoingin the sense of Cooper and Strauss [7], if there existsa � 0 such that for all

T ∈ R, U0(t − T )u(T ) vanishes in the forward cone|x| < t − T − a. We putw(t, x;k,ω) := eiktΨ (x;k,ω). From the well
known result

|x| � t − T �⇒ U0(t − T )

(
γ+ik

ikγ+ik

)
= 0,
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we get

|x| � t − T −R0 �⇒U0(t − T )w(T )= eikT F(·;k,ω) ∗
[
U0(t − T )

(
γ+ik

ikγ+ik

)]
= 0.

We deduce thatw(t, x;k,ω) is outgoing hencev is also outgoing and by Theorem 4 of [7] and (5.36), we get

v(t)=
t∫

−∞
U0(t − s)

(
0

q(s)

)
ds ∈ C0(Rt ;H0). ✷ (5.39)

We return to the proof of the theorem. Since the problem is linear, the uniqueness ofu is assured by Theorem 5.1, and (5.13)
and the conservation of the energy imply the uniqueness ofu+0 . To construct these waves, we put:

f̃−(k,ω)= 1

2(2π)3/2

[
k2û−0 (0,−kω)− ik∂t û

−
0 (0,−kω)

]
. (5.40)

Then (5.31) is satisfied, andu is given by Lemma 5.4. Withq defined by (5.35) we put:

u+0 (t) := u−0 (t)+U0(t)

∫
R

U0(−s)

(
0

q(s)

)
ds. (5.41)

By (5.36) and (5.39) we get:

∥∥u(t)− u−0 (t)
∥∥
H0

�
t∫

−∞

∥∥q(s)∥∥
L2 ds → 0, t →−∞,

∥∥u(t)− u+0 (t)
∥∥
H0

�
∞∫
t

∥∥q(s)∥∥
L2 ds → 0, t →+∞.

Finally (5.14) is a consequence of (5.12), (5.13) and of the conservation of the energy (3.20). It remains to prove thatu+0 is a
regular wave packet. Since (4.15) assures thatR ∩ iR∗ = ∅, it is a direct consequence of the following spectral representation
of the scattering kernel.

Proposition 5.5. There exists a functioñS(ω′, k,ω) analytic onS2
ω′ × (Ck \ iR)× S2

ω such that

Ψ (x;k,ω)= e−ik|x|
|x| S̃

(
x

|x| , k,ω
)
+O

(
e−ik|x|
|x|2

)
, |x| →∞, (5.42)

x

|x| · ∇xΨ (x;k,ω)=−ik
e−ik|x|
|x| S̃

(
x

|x| , k,ω
)
+O

(
e−ik|x|
|x|2

)
, |x| →∞. (5.43)

For any f̃− ∈L2(Rk × S2
ω), we have

(S̃f̃−)(k,ω)= f̃−(k,ω)− ik

2π

∫
S2

S̃(ω, k,ω′)f̃−(k,ω′)dω′. (5.44)

Proof. From the formula (5.37),

Φ(x;k,ω)=− 1

4π

∫
|y|�R0

e−ik|x−y|
|x − y| F(y;k,ω)dy,

we easily get that

Φ(x;k,ω)=− 1

4π

e−ik|x|
|x|

∫
|y|�R0

eik x
|x| ·yF(y;k,ω)dy +O

(
e−ik|x|
|x|2

)
, |x| →∞,

x

|x| · ∇xΨ (x;k,ω)=−ikΨ (x;k,ω)+O

(
e−ik|x|
|x|2

)
, |x| →∞.
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SinceF is given by (5.38), the function

S̃(ω′, k,ω) := − 1

4π

∫
|y|�R0

eikω′·yF(y;k,ω)dy (5.45)

is analytic onS2
ω′ × (Ck \ iR)× S2

ω and satisfies (5.42).

To prove the spectral representation ofS we denotef G
+ the translation representation ofu+0 . By (5.13), (5.21) we have:

f
G
+(s,ω)=− lim

t→∞ t∂tu
(
t, x = (t + s)ω

)
in L2

loc
(
Rs × S2

ω

)
.

We get from (5.32) that

t∂tu
(
t, x = (t + s)ω

)= t∂tu
−
0

(
t, x = (t + s)ω

)+ 1

2π

∫
R

∫
S2

ikteiktΨ
(
(t + s)ω;k,ω′)f̃−(k,ω′)dk dω′.

On the one hand (5.31) gives

t∂tu
−
0

(
t, x = (t + s)ω

)→−f
G
−(s,ω), t →+∞.

On the other hand (5.42) assures that∫
R

∫
S2

ikteiktΨ
(
(t + s)ω;k,ω′)f̃−(k,ω′)dk dω′ →

∫
R

∫
S2

ike−iks S̃(ω, k,ω′)f̃−(k,ω′)dk dω′, t →+∞.

We deduce that

f
G
+(s,ω)= f

G
−(s,ω)− 1

2π

∫
R

e−iks

( ∫
S2

ikS̃(ω, k,ω′)f̃−(k,ω′)dω′
)

dk,

and by (5.22) and taking the inverse Fourier transform, we obtain (5.44).✷
When the manifold is globally hyperbolic, i.e.T =Σ = ∅, we can apply the general results of the “black box” scattering

(see, e.g., [36]), that assure thatk ∈ C �→ S̃(k) ∈ L(L2(S2)) defined by (5.44) is meromorphic onC and the poles essentially
correspond to the resonances. More precisely, the multiplicity of a polek of S̃ is equal to the difference between the multiplicities
of the possible resonances ik and−ik. We state a less precise result when the metric is not causal.

Theorem 5.6. TheL(L2(S2)) valued scattering matrix̃S(k) is meromorphic onCk . If k0 ∈ C is a pole, thenik0 ∈R. Conversely
a complex numberk0 satisfying

"(ik0) > 0, ik0 ∈R, −ik0 /∈R, (5.46)

is a pole ofS̃.

When the manifold is chronological,T = ∅, but non-causal,Σ �= ∅, and if 0� V , then there exists no resonance with
positive real part (Theorem 4.2, (4.18)). In this case, the Fourès–Segal theorem [9] implies that the scattering operatorS is
causal. When the manifold is non chronological,T �= ∅, we have stated in Theorem 4.2, (4.20), that there exists infinitely many
resonances with positive part. We conjecture that some resonance satisfies (5.46) and the scattering operator is not causal.

Proof of Theorem 5.6. The analytic Fredholm theorem assures that the solutionΨ of (5.28), considered as aH2
loc(R

3
x × S2

ω)-

valued map ofk, is meromorphic onC, and the polesk satisfy ik ∈R. Therefore the meromorphy of the mapk ∈ C �→ S̃(k)

follows from (5.44) and (5.45).

SinceS is unitary onH0, S̃(k) is unitary onL2(S2) for almost every realk. We deduce from the analyticity of̃S(·) that

ik /∈R⇒ S̃(k)= [(S̃(k̄))∗]−1
. (5.47)

Therefore to prove thatk0 is a pole ofS̃, it is sufficient to establish that

Ker
(
S̃(k̄0)

)∗ �= {0}. (5.48)
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We easily get from (5.44) that fork ∈C, ik /∈R, andg ∈ L2(S2), we have:

[(
S̃(k)

)∗
g
]
(ω)= g(ω)+ ik̄

2π

∫
S2

S̃(ω′, k,ω)g(ω′)dω′.

We remark that from the uniqueness ofΨ assured by Lemma 5.3 we get

Ψ (x;k,ω)= Ψ (x;−k̄,ω),

hence

S̃(ω′, k,ω)= S̃(ω′,−k̄,ω), (5.49)

so we obtain

−ik /∈R�⇒ [(
S̃(k̄)

)∗
g
]
(ω)= g(ω)+ ik

2π

∫
S2

S̃(ω′,−k,ω)g(ω′)dω′. (5.50)

To show (5.48), we use the following:

Lemma 5.7. Letv be aik0-outgoing resonant state associated with the resonanceik0 ∈R \ {0}. Then there existsg ∈ C∞(S2)

such that

v(x)= e−ik0|x|
|x| g

(
x

|x|
)(

1+ o(1)
)
,

x

|x| · ∇v(x)=−ik0
e−ik0|x|
|x| g

(
x

|x|
)(

1+ o(1)
)
, |x| →∞, (5.51)

g �= 0. (5.52)

Proof. The existence ofg satisfying (5.51) is a direct consequence of the integral representation (4.10) (see so [24], p. 127).
Moreover Theorem 4.5 of [24], p. 129, assures that the translation representativeh ∈D′(Rs × S2

ω) of the eventually outgoing
data(v, ik0v) satisfies:

s <−R0 ⇒ h(s,ω)= 0, s > R0 ⇒ h(s,ω)= e−ik0sg(ω).

Assume thatg = 0. Then formula (3.1g) of [24], p. 111, implies that(v, ik0v) is also initially incoming. Theorem 4.2 of [24],
p. 123, yields thatv(x)= 0 for |x|>R0. Sincev is solution of the homogeneous elliptic equation (4.3), the unique continuation
theorem shows thatv = 0, that is a contradiction. ✷

We now claim that functiong given by the previous lemma fork0 satisfying (5.46) belongs to Ker(S̃(k̄0))
∗. From the

equations

�v + 2ik0
C

r2
∂ϕv + k2

0

(
1− C2

r2

)
v − V v = 0,

[
�− 2ik0

C

r2
∂ϕ + k2

0

(
1− C2

r2

)
− V

](
eik0x·ω +Ψ (x;−k0,ω)

)= 0,

get by the Green formula:∫
|x|=R

x

|x| · ∇v(x)
(
eik0x·ω +Ψ (x;−k0,ω)

)− v(x)
x

|x| · ∇
(
eik0x·ω +Ψ (x;−k0,ω)

)
dS(x)= 0.

On the one hand we have:∫
|x|=R

x

|x| · ∇v(x)
(
eik0x·ω)− v(x)

x

|x| · ∇
(
eik0x·ω)dS(x)

=−ik0R

∫
S2

e−ik0R(1−ω′·ω)g(ω′)(1+ ω′ · ω)dω′ + o(1)

=−4πg(ω)+ o(1), R →∞.

On the other hand:
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∫
|x|=R

x

|x| · ∇v(x)Ψ (x;−k0,ω)− v(x)
x

|x| · ∇Ψ (x;−k0,ω)dS(x)

=−2ik0

∫
S2

g(ω′)S̃(ω′,−k0,ω)dω′ + o(1), R →∞.

We conclude that

g(ω)+ 2ik0

2π

∫
S2

S̃(ω′,−k0,ω)g(ω′)dω′ = 0. ✷

6. Scattering by a causality violation in a chronological space-time

In this part we prove the completeness of the wave operators in the case where the manifold is chronological but non-globally
hyperbolic:

T = ∅, (6.1)

Σ �= ∅. (6.2)

The case of the globally hyperbolic space-time,T= ∅, Σ =∅, has been treated by D. Häfner [15]. Thus we assume that:

sup
C

r
= 1. (6.3)

In order to use some energy estimates, we impose the positivity of the total energy,

0 � V. (6.4)

First we consider the Cauchy problem with data onMt0. We show that this problem is well posed despite the existence of
closed null geodesics. That is not entirely surprising sinceMt0 isweakly spacelikeaccording to the terminology of L. Hörmander
who has studied the characteristic Cauchy problem on a globally hyperbolic manifold [19]. Nevertheless, because of the
violation of the causality, we have to be carefull to define the set of the possible initial data.

We observe thatΣ0 is necessarily confining, hence we cannot invoke Theorem 3.5 to assure the uniqueness. But since the
conserved energyE(u) is now positive,E , H defined by (3.60), (3.61), are Hilbert spaces, andu �→ u(0) is an isometry fromE
ontoH, for the norms:

‖u‖2
E :=E∞(u, t)= ∥∥u(0)

∥∥2
H := 1

2

∥∥∂tu(0)∥∥2
L2

C
+ 1

2

∥∥u(0)∥∥2
1. (6.5)

We have used the equivalent norm onW1(R3
x):

‖f ‖2
1 :=

∫
R3

∣∣∇f (x)
∣∣2 + V (x)

∣∣f (x)
∣∣2dx.

SinceU(t) given by (3.63) is a strongly continuous unitary groupU(t) on H, the Stone theorem assures that there exists a
self-adjoint operatorA onH, with dense domainD(A), such that

U(t)= eitA.

It is easy to characterizeD(A) in terms of more regular solutions:

D(A)= {u(0); u ∈ E1}, E1 := {u ∈ E; ∂t u ∈ E}. (6.6)

To state that the space of the admissible Cauchy data is large, we introduce the set:

D :=
{
(f, g) ∈W1(

R
3
x

)×H1(
R

3
x

); �f ∈ L2(
R

3
x

)
,�f + 2

C

r2
∂ϕg − Vf = 0 on a neighborhoodV(f,g) of Σ0

}
, (6.7)

and the Beppo–Levi spaceW1
0 (R3

x \Σ0) as completion ofC∞
0 (R3

x \Σ0) for the norm (3.11).

Theorem 6.1. We assume that(6.1)and(6.4)are fullfiled. Then we have:
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C∞
0
(
R

3
x \Σ0

)×C∞
0
(
R

3
x \Σ0

)⊂D(A), (6.8)

W1
0
(
R

3
x \Σ0

)×L2
C

(
R

3
x

)⊂H, (6.9)

D ⊂H. (6.10)

Moreover if the Lebesgue measure ofΣ0 is zero, then

D =H=W1(
R

3
x

)×L2
C

(
R

3
x

)
. (6.11)

Proof. Givenε ∈]0,1], we put:

Cε := (1− ε)C.

We have:

0 � sup
Cε

r
< 1.

We define metricgε by (2.2) where we replaceC by Cε . Then the manifold(M, gε) is globally hyperbolic andMt0 is a Cauchy
hypersurface for the operator:

Lε :=
(

1− C2
ε

r2

)
∂2
t −�x − 2

Cε

r2
∂t ∂ϕ + V.

Hence, given(f, g) ∈W1(R3
x)×L2(R3

x), the Cauchy problem:

uε ∈C0(Rt ;W1(R3
x

))
, ∂t uε ∈ C0(Rt ;L2

Cε

(
R3
x

))
,

Lεuε = 0, uε(0)= f, ∂t uε(0)= g,
(6.12)

is solved by the usual way thanks to a unitary group onW1(R3
x)×L2

Cε
(R3

x), and we have the energy estimate:

∫
R3

(
1− C2

ε

r2

)∣∣∂tuε(t, x)∣∣2 + ∣∣∇uε(t, x)
∣∣2 + V (x)

∣∣uε(t, x)∣∣2dx

= ∫
R3

(
1− C2

ε

r2

)∣∣g(x)∣∣2 + ∣∣∇f (x)
∣∣2 + V (x)

∣∣f (x)
∣∣2dx.

(6.13)

We deduce that the family(uε)0<ε<1 satisfies:

sup
0<ε<1

sup
t∈R

∥∥uε(t)∥∥1 <∞, (6.14)

sup
0<ε<1

sup
t∈R

∥∥∂tuε(t)∥∥L2
C
<∞. (6.15)

When(f, g) belongs toD, ∂t uε is a finite energy solution of

Lε(∂tuε)= 0, ∂t uε(0)= g, ∂2
t uε(0)=

(
1− C2

ε

r2

)−1[
�f + 2

Cε

r2
∂ϕg− Vf

]
,

hence, we get a second estimate:∥∥�uε(t)
∥∥2
L2 +

∥∥∂t uε(t)∥∥2
1

� Cst.
∫
R3

(
1− C2

ε

r2

)−1∣∣∣∣�uε(t, x)+ 2
Cε

r2
∂t ∂ϕuε(t, x)− V (x)uε(t, x)

∣∣∣∣2

+ ∣∣∇∂t uε(t, x)
∣∣2 + V (x)

∣∣∂t uε(t, x)∣∣2dx

=Cst.
∫
R3

(
1− C2

ε

r2

)−1∣∣∣∣�f (x)+ 2
Cε

r2
∂ϕg(x)− V (x)f (x)

∣∣∣∣2 + ∣∣∇g(x)
∣∣2 + V (x)

∣∣g(x)∣∣2dx

� Cst ′.supx /∈V(f,g)(Σ0)
(r −C)−1[‖�f ‖2

L2 + ‖g‖2
1

]
.

(6.16)

We deduce that the family(uε)0<ε<1 satisfies:
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sup
0<ε<1

sup
t∈R

∥∥�uε(t)
∥∥
L2 <∞, (6.17)

sup
0<ε<1

sup
t∈R

∥∥∂tuε(t)∥∥1 <∞. (6.18)

On the one hand (6.14) and (6.18) assure that(uε)0<ε<1 is equicontinuous inC0(Rt ;W1(R3
x)). On the other hand, (6.15) and

(6.14) show that(∂t uε)0<ε<1 is equicontinuous inC0(Rt ;L2
C
(R3

x)). Now if f andg are compactly supported, sinceLε = L0
for large |x|, we get thatuε(t, ·) and∂tuε(t, ·) are supported in a compact that is independent ofε. Then (6.17), 6.18) and
the Sobolev embedding assure that(uε(t, ·))0<ε<1 is relatively compact inW1(R3

x)×L2
C
(R3

x). We conclude with the Ascoli

theorem that there exists(u, v) ∈ C0(Rt ;W1(R3
x)×L2

C
(R3

x)), and a sequenceεn → 0+ such that:

uεn → (u, v) in C0(
Rt ;W1(

R
3
x

)×L2
C

(
R

3
x

))
, n→∞.

We get that∂t u|M\Σ = v. Moreover we have:

∂2
t uεn → ∂2

t u, ∂t ∂ϕuεn → ∂t ∂ϕu in H−2
loc

(
R

4
(t,x)

)
, n→∞,

thusLu = 0 sinceCεn → C in H2(R3
x) asn →∞. Therefore we have proved that the subset of the elements ofD which

are compactly supported, is included inH. Since this subspace is dense inD, (6.10) is established. Moreover we have
C∞

0 (R3
x \Σ0)×C∞

0 (R3
x \Σ0)⊂D, thus we have (6.9).

To prove (6.8), we consider the solutionu ∈ E with initial data (f, g) ∈ C∞
0 (R3

x \Σ0) × C∞
0 (R3

x \Σ0). Let u′ ∈ E the

solution with initial data(f ′, g′) ∈C∞
0 (R3

x \Σ0)×C∞
0 (R3

x \Σ0), wheref ′ = g, g′ = (1−C2r−2)[�f +2Cr−2∂ϕg−Vf ].
We put:

v := u− f −
t∫

0

u′(s)ds.

We easily check thatv ∈ E andv(0)= 0, hencev = 0 and∂t u= u′ ∈ E . Therefore we get (6.8).

To prove (6.11), sinceC∞
0 (R3

x \Σ0) is dense inL2
C
(R3

x), it is sufficient to establish that

D1 :=
{
f ∈W1(

R
3
x

);�f ∈ L2(
R

3
x

)
,�f − Vf = 0 on a neighborhoodVf of Σ0

}
,

is dense inW1(R3
x). We introduce:

D0 :=
{
f ∈W1(

R
3
x

);�f − Vf = 0 on a neighborhoodVf of Σ0
}
.

Givenf ∈D0, we chooseχ ∈ C∞
0 (Vf ) such thatχ = 1 on a neighborhoodV ′

f
of Σ0. Thenχf ∈D1 and(1−χ)f ∈W1(R3

x)

equals to zero onV ′f . Givenε > 0 there existsg ∈C∞
0 (R3

x \Σ0) such that‖(1−χ)f −g‖1 � ε. Thereforef1 := χf +g ∈D1
and‖f − f1‖1 � ε. We conclude that

D1 =D0.

Let F ∈ D⊥
0 . Let V be an open neighborhood ofΣ0 and we assume that its boundary∂V is sufficiently smooth to that the

Dirichlet problem for the Laplacian is well posed. We putf = F on R3
x \ V , andf = u in V , whereu is the unique solution of

−�u+ V u= 0, u ∈H1(V), u= F on ∂V.

Thenf ∈D0, and we have:

0 =
∫
R3

∇F · ∇f + VFf̄ dx =
∫

R3\V
|∇F |2 + V |F |2 dx + 〈u, ∂νu 〉H1/2(∂V),H−1/2(∂V)

=
∫

R3\V
|∇F |2 + V |F |2 dx +

∫
V

|∇u|2 + V |u|2 dx.

We conclude thatF = 0 onR
3
x \ V . Now, givenn ∈ N

∗, there existsx(n, j) ∈Σ0, 1� j � Nn, such that

Σ0 ⊂ Vn :=
Nn⋃
j=1

B

(
x(n, j),

1

n

)
.
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Since
⋂∞

n=1Vn = Σ0, we get thatF = 0 on R3
x \Σ0. WhenΣ0 is negligible, we conclude thatF = 0 andD0 is dense in

W1(R3
x). ✷

We now return to the scattering theory. We have seen that the scattering operatorS is an isometry fromE0 onto E0.
Nevertheless, when the space time is totally vicious (T �= ∅), we can define the wave operatorsW+(−) only on the dense
set of the regular wave packets,E∞0 , and the range of these operators is not known. Taking advantage of the fact that the
conserved energy is positive whenT = ∅, we could extend by continuity the wave operators (5.16) previously defined onE∞0 ,

but in order to be more concrete, we prefer to directely construct them, by replacingW1 × L2 by W1 ×L2
C

in the control of
the asymptotic behaviour, and using a time-dependent method. Despite the violation of the causality (Σ0 �= ∅), we are able to
develop a strategyà la Lax and Phillips [24] because the chronology is respected, and we get

RanW+ = RanW− = E . (6.19)

We need theR-outgoing (R-incoming) subspaces:

D
+(−)
R

:= {F = (f, g) ∈H0; |x| �+(−)t +R ⇒U0(t)F = 0
}
, 0 � R. (6.20)

Proposition 6.2. We assume that(6.1)and(6.4)are fullfiled. Givenu+(−)
0 ∈ E0, there exists a uniqueu+(−) ∈ E such that:∥∥u+(−)(t)− u+(−)

0 (t)
∥∥
W1×L2

C
→ 0, t →+(−)∞. (6.21)

Moreover, we have:∥∥u+(−)
∥∥
E = ∥∥u+(−)

0

∥∥
E0

. (6.22)

Proof. It is sufficient to study the past wave operator. Since∥∥V 1
2u−0 (t)

∥∥
L2 → 0, 0 �

∥∥∂t u−0 (t)
∥∥
L2 −

∥∥∂tu−0 (t)
∥∥
L2

C
→ 0, t →−∞,

(6.22) is a consequence of (6.21); that assures the uniqueness. To establish the existence ofu−, we first assume thatu−0 is

a free incoming wave, i.e.(u0(0), ∂tu0(0)) ∈ D−
R

for someR > 0. Let R0 be given by (3.5) andt0 < −R − R0. Thanks to

Theorem 6.1 there exists a unique solutionu of Lu= 0 equal tou0 for t � t0. Hence (6.21) is satisfied. Now givenu−0 ∈ E0,

we choose a sequence of free incoming waves,u−0,n ∈ E0, such that∥∥u−0,n − u−0
∥∥
E0

→ 0, n→∞.

(6.22) implies thatW−(u−0,n) is a Cauchy sequence inE . Let u− := limn→∞W−(u−0,n) ∈ E . We evaluate:

∥∥u−(t)− u−0 (t)
∥∥
W1×L2

C
� c

∥∥u− −W−(u−0,n)
∥∥ 1

2
E + c

∥∥u−0,n − u−0
∥∥ 1

2
E0

+∥∥∇xW
−(u−0,n)(t)−∇xu

−
0,n(t)

∥∥
L2 +

∥∥∂tW−(u−0,n)(t)− ∂t u
−
0,n(t)

∥∥
L2

C
.

That concludes the proof.✷
Therefore we have proved that the Wave Operators

W+(−) :u+(−)
0 �→ u+(−) (6.23)

extend the wave operators (5.16) defined only onE∞0 , and are isometries fromE0 to E . The main result of this part states these
operators are onto.

Theorem 6.3. We assume that(6.1)and(6.4)are fullfiled. Then for allu ∈ E , there exists a uniqueu+(−)
0 ∈ E0 such that:∥∥u(t)− u+(−)

0 (t)
∥∥
W1×L2

C
→ 0, t →+(−)∞. (6.24)

Moreover, we have:
‖u‖E = ∥∥u+(−)

0

∥∥
E0

. (6.25)
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The crucial point is the decay of the local energy that we establish by using the RAGE theorem.

Lemma 6.4. Letu ∈ E . Then for allR > 0 we have:

lim
T→+∞

1

T

T∫
0

√
ER(u, t)dt = 0. (6.26)

Proof. It is sufficient to consider the case where(f, g) ∈ D(A). Then the solutionu ∈ E satisfyingu(0) = f , ∂tu(0) = g,
belongs toE1. Thus

∂tu ∈ C0(
Rt ;L2

C

(
R

3
x

)∩W1(
R

3
x

)=H1(
R

3
x

))
, ∂2

t u ∈C0(
Rt ;L2

C

(
R

3
x

))
.

By using equationLu= 0 we get:

�xu ∈ C0(
Rt ;L2(

R
3
x

))
,

hence we deduce that

D(A)⊂ {(f, g) ∈W1(
R

3
x

)×H1(
R

3
x

);�f ∈L2(
R

3
x

)}
, (6.27)

‖f ‖W1 + ‖�f ‖L2 +‖g‖H1 � const
{∥∥(f, g)∥∥H + ∥∥A(f,g)

∥∥
H
}
. (6.28)

Givenχ ∈C∞
0 (R3

x) we define the cut-off operator

χ : (f, g) �→ (χf,χg);
(6.28) and the Rellich’s compactness theorem imply thatχ(A + i)−1 is a compact operator fromH to H0. On the other
hand, Lemma 4.1 and the remark that follows it, show thatA has no point spectrum. Then the RAGE theorem (see, e.g., [29],
Theorem 1.2.1) assures that

∀F ∈H, lim
T→∞

1

T

T∫
0

∥∥χU(t)F
∥∥
H dt = 0.

The result of decay of the local energy immediately follows.✷
Lemma 6.5. For all R � R0 we have:⋃

t∈R

U(t)D+
R
=
⋃
t∈R

U(t)D−
R
=H. (6.29)

Proof. Let F be inH, orthogonal toU(t)D+
R for all t . This condition is equivalent to:

∀G ∈D+
R
,∀t ∈ R,

〈
U(t)F,G

〉
H = 0.

We prove thatF = 0. We chooseθ ∈ C∞
0 (Rt ) such that

∫
θ(t)dt = 1, and we put forj ∈ N:

Fj = j

∫
θ(j t)U(t)F dt .

We easily check thatFj → F in H, asj →∞. Moreover

U(t)Fj − Fj

t
→−j2

∫
θ ′(js)U(s)F ds ∈H, t → 0+,

henceFj ∈D(A). We have also:

∀G ∈D+
R
,

〈
U(t)Fj ,G

〉
H = j

∫
θ(js)

〈
U(t + s)F,G

〉
H ds = 0.

Therefore it is sufficient to consider the case:

F ∈D(A),∀G ∈D+
R
,∀t ∈ R,

〈
U(t)F,G

〉
H = 0. (6.30)

We remark thatU(t)F ∈D(A)⊂H0 and forG ∈D+
R ,〈

U(t)F,G
〉
H0

= 〈U(t)F,G
〉
H = 0.
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SinceU0(−R)D+
R
=D+

0 we have:

∀G0 ∈D+
0 ,

〈
U0(−R)U(t)F,G0

〉
H0

= 0,

that to sayU0(−R)U(t)F ∈D−
0 . We deduce that

s � 0, |x| �−s +R �⇒U0(s − 2R)U(t)F(x)= 0. (6.31)

By uniqueness of the solution we conclude that

∀s � 0,∀t ∈ R, U0(s − 2R)U(t)F =U(s)U0(−2R)U(t)F. (6.32)

We need the local norms:

∥∥(f, g)∥∥2
R,H := 1

2

∫
|x|�R

(
1− C2

r2

)∣∣g(x)∣∣2 + ∣∣∇xf (x)
∣∣2 + V (x)

∣∣f (x)
∣∣2dx,

∥∥(f, g)∥∥2
R,H0

:= 1

2

∫
|x|�R

∣∣g(x)∣∣2 + ∣∣∇xf (x)
∣∣2dx.

(6.33)

Thanks to (3.12) and (6.28) we can compare these norms:∥∥(f, g)∥∥
R,H � c

∥∥(f, g)∥∥
R,H0

,∥∥(f, g)∥∥
R,H0

� c′
{∥∥(f, g)∥∥

R,H + ∥∥A(f,g)
∥∥
R,H

}
.

(6.34)

SinceF ∈D(A), Lemma 6.4 implies that

1

T

T∫
0

∥∥U(t)F
∥∥
R,H + ∥∥AU(t)F

∥∥
R,H dt → 0, T →∞.

Therefore (6.34) assures that givenε > 0, k ∈N+, there existsT > (k+ 1)R such that∥∥U(T )F
∥∥

5R,H + ∥∥U(T )F
∥∥

5R,H0
� ε. (6.35)

Applying (3.17) and (6.34) we have:∥∥U0(−2R)U(T )F
∥∥

3R,H � c
∥∥U0(−2R)U(T )F

∥∥
3R,H0

� c
∥∥U(T )F

∥∥
5R,H0

� cε, (6.36)∥∥U(T − 2R)F
∥∥

3R,H �
∥∥U(T )F

∥∥
5R,H � ε. (6.37)

SinceL= L0 for |x| � R0, we haveU0(−2R)U(T )F =U(−2R + T )F for |x| � 3R, therefore with (6.36), (6.37), we get:∥∥U0(−2R)U(T )F −U(−2R)U(T )F
∥∥
H = ∥∥U0(−2R)U(T )F −U(−2R)U(T )F

∥∥
3R,H � (c+ 1)ε.

We applyU(2R − T ) to find∥∥U(2R − T )U0(−2R)U(T )F − F
∥∥
H � (c+ 1)ε.

By (6.32) withs = 2R − T , we haveU0(−T )U(T )F =U(2R − T )U0(−2R)U(T )F , hence∥∥U0(−T )U(T )F −F
∥∥
H � (c+ 1)ε.

Finally thanks to (6.31),U0(−T )U(T )F = 0 for |x| � T −R, and sinceT > (k + 1)R we conclude that

∀k ∈ N
+, ‖F‖kR,H � (c+ 1)ε. ✷

Proof of Theorem 6.3. To prove the uniqueness of the symptotic waves, we consideru+0 , u+1 ∈ E0 satisfying (6.24). Then

‖u+0 (t)− u+1 (t)‖
W1×L2

C
→ 0 ast →+∞. Since the local energy of the free waves decaies, we get that‖u+0 − u+1 ‖E0

= 0.

To establish (6.25), we deduce from Lemma 6.4 that there existstn →∞ such thatER0(u, tn) → 0, asn → ∞. Then√
2‖u‖E − ‖u(tn)‖W1×L2

C
→ 0. Since‖u+0 (tn)‖W1×L2

C
−√

2‖u+0 ‖E0
→ 0, (6.25) is a consequence of (6.24).

Let u be inE . Lemma 6.5 assures that there existstn ∈R, Fn ∈D+
R0

, such that∥∥U(tn)Fn − u(0)
∥∥
H → 0, n→∞.
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We note thatU0(t + tn)Fn =U(t + tn)Fn whent + tn � 0. We putF+
n :=U0(tn)Fn, and fortp � tn we evaluate∥∥F+

n − F+
p

∥∥
H0

= ∥∥Fn −U0(tp − tn)Fp

∥∥
H0

= ∥∥Fn −U0(tp − tn)Fp

∥∥
H = ∥∥U(tn)Fn −U(tp)Fp

∥∥
H.

We deduce thatF+
n is a Cauchy sequence inH0. We denoteF+ := limn→∞ F+

n , u+0 (t) := U0(t)F
+. We estimate for

t + tn � 0,∥∥u+0 (t)− u(t)
∥∥
W1×L2

C
�
∥∥U0(t)

(
F+ −F+

n

)∥∥
W1×L2

C
+ ∥∥U0(t + tn)Fn − u(t)

∥∥
W1×L2

C

�
√

2
∥∥F+ − F+

n

∥∥
H0

+√
2
∥∥U(tn)Fn − u(0)

∥∥
H.

(6.24) immediately follows. ✷
We achieve this study by some remarks on the Scattering OperatorS. We have shown that even if the chronology is violated

(T �= ∅), the scattering operator is a well defined isometry onE0, but in this case, its meaning is somewhat mysterious since we
can construct the Wave Operators only onE∞0 . When the chronology is not violated, we deduce from the previous theorem that

(W+)−1 is well defined fromE to E0, and with Proposition 6.2 we conclude that the Scattering Operator is actually defined by:

S := (W+)−1
W−. (6.38)

Moreover sinceD+
R andD−

R are orthogonal, the scattering operatorS is causal in the usual sense (e.g., [24]), i.e.(|x| �−t ⇒ u−0 (t, x)= 0
)�⇒ (|x| �−t ⇒ u+0 (t, x)= 0

)
,

although the manifoldM is non-causal (it would be preferable to sayS is chronological, since this is this property ofM that
assures the so-called causality ofS). This is also a consequence of the theorem of Fourès and Segal [9], and of the spectral
representation ofS, Proposition 5.5, since we have stated in Theorem 4.2 (4.18) that there exists no resonance with positive real
part.
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